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I. Executive Summary 
 

Artificial Intelligence (AI) technologies are continuously advancing, leading to extensive 
impacts on individuals, businesses, and society at large. In particular, the widespread 
adoption of generative AI has ushered in a new era of technological advancements, offering 
innovative solutions across various sectors. Since its mainstream emergence in late 2022, 
generative AI tools—including generative text, audio, image, and video—have become critical 
to industry operations, enhancing organizational efficiency, productivity, and profitability. 
Research suggests that generative AI has the potential to contribute between $2.6 trillion to 
$4.4 trillion annually to the global economy.1   
 
At the same time, the democratization of AI poses significant challenges for cybersecurity, 
exacerbating existing risks and presenting novel threats. This report conducts a survey of over 
80 sources and 10 expert interviews to investigate AI risks in five areas: 1) AI-enhanced 
traditional cyberattacks; 2) AI-enabled disinformation; 3) AI-enabled disruption or mis-
operation of systems; 4) AI-enabled national security threats and 5) business risks due to 
misuse of generative AI. The report evaluates the present and emerging applications of AI, 
the risks they pose, and the potential impacts. 
 
The proliferation of AI tools is poised to intensify current cybersecurity challenges from 
enhanced cyberattacks to disinformation campaigns. Both state and non-state threat actors 
are swiftly adapting, leveraging AI to enhance the efficiency and impact of their operations. 
Notably, generative AI tools have lowered the barrier to entry for cybercriminals, leading to 
an increase in more sophisticated and personalized attacks: the democratization of AI enables 
the acceleration and amplification of traditional cyber threats, potentially outpacing 
defenders' abilities to adapt and respond effectively. 
 
Generative AI tools are reshaping the disinformation landscape, particularly in the form of 
state-sponsored campaigns for election interference, domestic disinformation, and mass 
surveillance. As generative AI tools become more accessible and advanced, the proliferation 
of deepfakes exacerbates the normalization of disinformation, eroding trust in institutions 
and democratic processes over time. Governments and social media platforms alike face 
challenges in countering false information while preserving the free flow of information. 
 

As businesses increasingly adopt generative AI tools, they are confronted with a growing risk 
from biased content generation to potential data poisoning attacks. These risks present 
significant challenges to the reliability and safety of critical systems and underscore the urgent 
need to prioritize the safeguarding of AI tools to mitigate the severe consequences of false 
outputs, inadvertent escalation, and perpetuated biases.  
 
The report concludes with a set of key findings from the research and interviews such as the 
force-multiplying impact of AI and the effect of AI’s democratization. The report also offers 
an analysis of the AI threats and risks through a chart analyzing the threat, risk, impact, 
timeline, and key concerns of AI-enabled threats. 
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II. Purpose, Scope, and Methodology  
 
The proliferation of artificial intelligence (AI) technologies presents opportunities for 
innovation in business and daily life. Despite the potential benefits, new AI technologies also 
bring new security risks that can exacerbate existing cybersecurity challenges. In 2021, Next 
Peak provided the Information Technology Promotion Agency of Japan (IPA) with an overview 
and analysis of cyber risks relating to the application of AI technology. Since 2021, the 
evolution and progress of AI development have been exponential, requiring additional 
research and an updated report. Thus, this report provides an updated survey that analyzes 
the rapid evolution of AI technologies in the past two years and addresses new and 
intensifying risks. The report draws from existing research and literature, ten expert 
interviews, as well as previous analysis.   
 
The report seeks to inform the new Japan AI Safety Institute (AISI Japan) which was 
established in February 2024. The new institute is aimed at studying evaluation methods for 
AI safety, designed to be a counterpart of the United States (US) Artificial Intelligence Safety 
Institute (AISI) at the National Institute of Standards and Technology (NIST). 2  Due to the 
extensive and expanding use of AI across various industries and digital domains, this report 
focuses on specific AI risks in coordination with IPA’s priorities. We focus primarily on the 
following five risks: 1) AI-enhancements of traditional cyberattacks; 2) AI-enabled 
disinformation; 3) AI-enabled disruption or mis-operation of systems; 4) AI-enabled national 
security threats; and 5) Business risk due to incorrect use or misuse of generative AI. Within 
these five areas, we assess how AI intensifies cybersecurity, national security, and business 
risks by exploring the current and potential uses of AI for adversarial purposes and the 
vulnerabilities of misuse or maloperation of deployed AI systems. Furthermore, we assess the 
broader impacts of these risks on society, industry, and individuals. 
 
This report was produced in multiple phases:   
 

1. First, an extensive literature review of the evolution of AI technologies and the 
cybersecurity risks that they create was conducted. Since the 2021 report, there has 
been a significant increase in research, publications, and articles about AI-enabled 
cyber risks. Drawing on previous research and the existing literature, the report 
considers how the rapid evolution of AI technologies presents new and intensifying 
threats to our society through malicious intent, erroneous implementation, and lack 
of oversight or regulations. In the literature review, over 80 individual sources were 
surveyed. The annotated bibliography highlighting the most significant 10 sources can 
be found at the end of this report. 

 
2. Next, previous research, current literature review, and existing interviewee base were 

scoped to identify a list of AI experts to engage. The process informed the 
development of key interview questions tailored to address these critical issues. 
Subsequently, interviews with a diverse selection of AI experts from across the public, 
private, and non-profit sectors were conducted. The interviewees’ expertise and 
perspectives were also wide-ranging, covering technical AI development to legal and 
policy frameworks to national security. Readers can find individual interviews and 
short bios of each interviewee in the Expert Interviews section.   
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3. While the interviews were being conducted, we developed a set of initial key findings 

and insights from the latest research in our literature review. The next section titled 
“Evolution of AI” reflects the changes in cyber risk due to AI since the 2021 report for 
IPA and specifically highlights the changes in AI deployment and use for malicious 
purposes. The following sections further expand upon specific AI-enabled risks and 
conduct an analysis based on sector, timeline, and severity, in accordance with the 
five focus areas outlined in this report: 

 

• AI-enhanced traditional cyberattacks 

• AI-enabled disinformation 

• AI-enabled disruption or maloperation of systems 

• AI-enabled national security threats 

• Business risk due to incorrect use or misuse of generative AI 
 

4. Lastly, the Analysis and Key Findings section synthesizes the findings from the 
literature review with insights from expert interviews and presents a chart of AI-
enabled threats. 
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III. Evolution of AI 
 

A. Overview 
 

AI is a general-purpose digital technology that is transforming various aspects of human life, 
industry, and science. Although definitions vary, in general, AI refers to a broad discipline of 
creating intelligent machines as opposed to the natural intelligence demonstrated by humans. 
The landscape of AI has experienced a surge in capabilities and applications over the last few 
years, leading researchers and companies to eagerly adopt automation and swift decision-
making processes. AI models and systems are complex, making categorization of different 
systems and models difficult. Below is an attempt at mapping the complexity of AI technology 
and systems. 
 

 

Figure 1: Diagram of AI systems and technologies3 

In the past few years, machine learning (ML) technology has made particularly significant 
progress, with generative AI tools being widely adopted. Within generative AI, Large Language 
Models (LLMs) have been widely democratized with the launch of Chat GPT.4 
 

• Machine Learning (ML): a subset of AI that often uses statistical techniques to give 
machines the ability to "learn" from data without being given explicit instructions. This 
process involves training a model with a learning algorithm that enhances the model’s 
performance on a specific task. 
 

• Generative AI: A family of AI systems that can generate new content based on 
prompts. Generative AI techniques are widely used in tasks such as image, text, and 
audio generation.  
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• Large Language Model (LLM): a model trained on vast amounts of, often, textual data 
to predict the next word in a self-supervised manner. The term “LLM” is used to 
designate multi-billion parameter language models (LMs), but this is a moving 
definition. Notable examples of LLMs include: 

 
o GPT (Generative Pre-trained Transformer): The GPT series—such as GPT-2, 

GPT-3, and GPT-4—are known for text generation capabilities and are 
commonly used for tasks like language translation, content generation, and 
chatbots. 
 

o BERT (Bidirectional Encoder Representations from Transformers): BERT 
models are designed for natural language understanding and perform tasks 
like sentiment analysis and question-answering. 

 
Thus, this report includes a deep survey of ML and generative AI. Other subsets or specific 
techniques within the field of AI include:5 
 

• Deep Learning: an approach to AI inspired by how neurons in the brain recognize 
complex patterns in data.  
 

• Foundational Model: AI systems with broad capabilities that can be adapted to a 
range of different yet more specific purposes. The original model provides a base or a 
“foundation” on which other models can be built.6 Foundational models are trained 
on vast datasets and are adaptable to various downstream applications which allow 
for increasing AI integration across a range of industries and fields.7 

 

• Reinforcement Learning (RL): the process of training machines through trial and error 
to teach the model to take the best action by establishing a reward system.  
 

• Supervised Learning: the process in which the human-structured or labeled data 
enables the algorithm to extract features from the data. 
 

• Unsupervised Learning: the process of the model making its own prediction tasks such 
as trying to predict each successive word in a sentence without human-structured or 
labeled data. 
 

• Semi-supervised Learning: the process that combines supervised and unsupervised 
learning, using both labeled and unlabeled data to train AI models for classification 
and regression tasks. 
 

• Natural Language Processing (NLP): the ability of computer systems to understand 
text. NLP is used in various AI systems like PaLM, GPT-3, and GLM-130B. These systems 
are trained on large amounts of data and are adaptable to a wide range of 
downstream tasks. 
 

• Computer Vision:  a subfield of AI that teaches machines to understand images and 
videos. Such technologies have important real-world applications, such as 
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autonomous vehicles, crowd surveillance, sports analytics, and video game creation. 
 
Finally, with the evolution of AI technology, malicious models that copy the models of 
legitimate AI tools and jailbreak methods are emerging. This section will conclude with a brief 
overview of those malicious and jailbroken AI models. 
 

B. Increase in AI Systems’ Capabilities and Deployment 
 

1. Machine Learning 
 
Advances in ML algorithms have driven progress in AI with a growing set of available data, 
improvements in algorithmic approaches, and advancements in computing processing power 
and data storage. These advancements have improved statistical computing models. In recent 
years, the scale and cost of LLMs, which are tools for ML, have surged, leading to a significant 
development in ML as well. GPT-2, introduced in 2019 as one of the first LLMs, had 1.5 billion 
parameters8 and cost nearly $ 50,000 to train. 9 In contrast, PaLM, a leading LLM from 2022, 
featured 540 billion parameters, with a training cost of about $8 million. PaLM is about 360 
times larger and 160 times more costly than GPT-2.10  
 
As the financial demands for AI projects have risen sharply, ML has transitioned from a 
domain predominantly influenced by academia to one largely shaped by industry innovation. 
Until 2014, academic institutions released the most significant ML models, but as of 2022, this 
trend has reversed: industry produced 32 significant ML models while academia only 
produced three.11  
 

 
Figure 2: Significant machine learning systems by sector, 2002-22.12 

 
ML innovation is concentrated in the United States (US), with the US creating 16 significant 
ML systems13 in 2022, followed by the UK with eight and China with three.14 Yet, the US and 
China have become leading collaborators in AI research, with research quintupling since 2010, 
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although the pace of collaboration has somewhat slowed in recent years.15 This trend seems 
paradoxical as the US and China race for leadership in AI technologies, while researchers 
increasingly see benefits from sharing expertise.  
 
2. Generative AI 
 
Public use of generative AI has proliferated since late 2022 with the launch of chatbots like 
ChatGPT by OpenAI, text-to-image systems like DALL-E 2 and Stable Diffusion, and text-to-
video systems like Make-a-Video. 16  While ChatGPT’s capabilities were similar to its 
predecessors such as GPT-3, ChatGPT enabled the everyday user to utilize AI technology, 
reaching 100 million monthly active users within two months of its launch. New models 
continue to build on ChatGPT’s success, and just months after ChatGPT was first released, 
OpenAI released its new LLM, GPT-4, with improved capabilities. Despite these significant 
advances, generative AI models are susceptible to generating false information, frequently 
exhibit biases, and can be manipulated to fulfill malicious purposes, underscoring the complex 
ethical dilemmas linked to their widespread use. 
 
Industry leaders are increasingly integrating generative AI tools into their organizations to 
enhance organizational efficiency, productivity, and profitability. According to the 2023 
McKinsey Global Survey, 79% of respondents reported exposure to generative AI, either 
professionally or personally. 17 Of these, 22% noted regular use in their work. 18 Notably, 40% 
of respondents indicated plans to increase their overall AI investment, underscoring the 
significant advancements in generative AI technology. 19  

 

 
Figure 3: Distribution of respondents using generative AI tools, by industry.20 
 

The advent of generative AI tools, predominantly chatbots, has rapidly altered the threat 
landscape, with cybercriminals and nation-state actors leveraging these technologies for 
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malicious activities such as AI-enabled phishing, social engineering attacks, and large-scale 
disinformation campaigns. To counter these threats, cybersecurity vendors are increasingly 
integrating AI solutions to detect and mitigate malicious AI usage, bolstering cybersecurity 
defenses. 21 
 

i. Generative Audio 
 
Over the past decade, there have been significant advancements in AI-generated audio 
applications, text-to-speech generation, sound creation, and audio editing. However, until 
recently, these developments lagged behind those of image and text generation. Recent 
applications have demonstrated improvements in foundational models and training 
procedures. These applications have adapted from technology for text-to-image generation, 
which has significantly improved generative audio quality, controllability, inference speed, 
and output length. In the last year alone, several text-to-audio models have been released by 
large tech companies, including Google’s AI test kitchen, Meta’s music generator “Voicebox”, 
Make-An-Audio by ByteDance, and VALL-E by Microsoft. Underscoring the rapid evolution of 
generative audio, Microsoft’s VALL-E was trained on 60,000 hours of English speech from over 
7,000 speakers, 10 times larger than datasets used by previous text-to-speech systems.22 
 
Generative audio technologies have had the largest impact on music and film production as 
well as other creative domains. Advancements in generative audio allow the creation of 
original music compositions for social media platforms, personalized playlists, royalty-free 
music, remixes, podcasts, and audiobooks.23 For instance, Spotify is seeking to use LLMs to 
replicate non-music content—such as podcasts and audiobooks—and increase its profit 
margins.24 Additionally, generative audio is increasingly being used to replace audio content 
in movies, videos, and games. 
 
Generative audio has been reportedly used for adversarial purposes by nation-states, 
cybercriminals, and extremist groups as part of disinformation campaigns, cyberattacks, or 
propaganda. Increasing instances of audio fakes have been identified on social platforms like 
TikTok and YouTube, and platforms are beginning to implement mitigation efforts such as 
requirements to disclose AI-generated or manipulated media. Notable examples include 
instances where voice cloning technology, sourced from AI Startup ElevenLabs’ free text-to-
speech generator25, has allegedly been used for malicious purposes: a robocall impersonated 
President Biden to discourage New Hampshire voters from voting in the state’s primary 
election26, and a TikTok video featured synthetic audio of former President Obama defending 
a conspiracy theory.27 
 
Affiliates and sympathizers of al-Qaeda and the Islamic State have also adapted quickly to 
generative audio. For example, the groups are using voice clone technology to create audio 
deep fake Nasheeds,i marking an increasingly sophisticated tactic to expand the reach of their 
content on social platforms such as TikTok. Likewise, users on 4chan—a right-wing message 
board—reportedly adapted tools from ElevenLabs to generate an audio fake of actor Emma 
Watson reading an anti-Semitic speech.28   

 
i Nasheed refers to a song without musical instruments with lyrics that resemble hymns that praise God (Allah). 
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ii. Generative Video and Photos 

Text-to-video generation has advanced rapidly with new generative AI tools to create, edit, 
and translate videos as well as the ability for face swapping and deepfake visual effects. In 
late 2022, the first high-quality text-to-video models began to appear, marking an impressive 
advancement, though still only capable of generating videos of a few seconds duration.29 By 
February 2024, OpenAI announced Sora—an AI model that can generate realistic and 
imaginative scenes from text prompts.30  
 
The rise of generative video has also given rise to ethical concerns with the emergence of 
deepfakes. These manipulated videos can convincingly depict individuals engaging in actions 
or speech they never actually did. As AI algorithms advance, the risks of disinformation and 
manipulation also increase. According to a 2022 survey of cybersecurity and incident response 
professionals, 66% said they had experienced a security incident involving deepfake use in 
the prior 12 months, marking a 13% increase from the previous year and highlighting the rapid 
proliferation of such tools.31  
 
Likewise, text-to-image generation has also gained widespread attention with the 
introduction of models such as OpenAI's DALL-E 2, Stability AI's Stable Diffusion, Meta's Make-
A-Scene, and Google's Imagen. Generative image technology has advanced substantially to 
the point where it has become challenging for the average person to differentiate between a 
real human face and one generated by AI. The entertainment, media, marketing, e-commerce, 
and sales industries have widely adopted generative images and videos to create unique and 
personalized content quickly without using specialized equipment, editing expertise, or even 
actors.  
 
Generative image and video systems raise ethical concerns regarding their tendency for bias 
along racial and gender dimensions, as well as their potential vulnerability to being jailbroken. 
For instance, in late January 2024, explicit AI-generated images of Taylor Swift, which 
allegedly originated on 4chan, were spread across social media. Social media analytics firm 
Graphika also discovered a series of messages on 4chan urging individuals to circumvent 
safeguards implemented by generative image tools such as OpenAI’s DALL-E, Microsoft 
Designer, and Bing Image Creator. 32  Finally, artists have raised concerns of AI models 
infringing on their intellectual property: in 2022, three artists formed a class to sue several 
generative AI platforms, alleging the platforms used their original works without license to 
train their AI in their styles, allowing users to create works that closely resembled their 
protected works.33  
 
There have also been numerous examples of nation-state or state-sponsored actors utilizing 
generative images and video as part of malign influence operations. In December 2023, the 
Australian Strategic Policy Institute (ASPI) reported that Mandarin-speaking actors conducted 
the “Shadow Play” campaign with AI voiceovers across at least 30 YouTube channels to 
promote pro-China and anti-US narratives.34 Moreover, actors with affiliations to Russia, Iran, 
and China have engaged in cyber-enabled influence operations, including the creation and 
dissemination of deepfake videos targeting political figures. Notably, in March 2022, Russia-
aligned threat actors defaced several Ukrainian websites with a deepfake video of Ukrainian 
President Volodymyr Zelensky encouraging Ukrainians to surrender to Russian forces.35 
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iii. Generative Text 
 

Generative text systems have made significant strides, fueled by the availability of vast data 
resources and increased computing power.36 Advancements in generative text models are 
underpinned by neural network language models, including GPT and BERT, which learn how 
words are used in different contexts by sifting through the patterns in naturally occurring texts. 
Such models consist of billions of parameters and can process large quantities of data: GPT-3 
can process over one trillion words. By arranging probable sequences of words, many of these 
models can produce text passages that closely resemble human-created writing such as news 
articles, poems, fiction, and even computer code. 
 
Since late 2022, generative text models have expanded into the public consciousness and 
have since become essential across different industries including customer service, education, 
content creation, healthcare, entertainment, and professional services. The latest generative 
text systems provide a multitude of functions including code generation, software 
development, product development processes’ enhancements, fraud detection, risk 
management efforts, and synthetic data generation for training and testing purposes. 
Increasingly, wealth management firms such as Morgan Stanley, Goldman Sachs, BlackRock, 
and JPMorgan Chase are announcing the integration of ChatGPT-like software to create 
generative AI assistants for code testing and generation as well as to advise clients on 
investments.  
 
Alongside these legitimate uses, the use of generative text for malicious purposes has also 
proliferated. Generative text has become a new avenue for cybercriminals to produce 
malicious code, personalized phishing emails, ii  and generate content for disinformation 
campaigns at scale. The increasing adoption of generative text models by businesses also 
creates a growing risk of concentrated data in specialized AI systems, which are seen as prime 
targets by cybercriminals. These risks are further described in the following parts of this report. 
 
3. Malicious Models and Jailbreaks 
 
With the evolution of AI systems, malicious actors have begun developing malicious AI models 
as well as jailbreaking existing models, posing a threat to the cybersecurity landscape and 
enabling cybercriminals to conduct sophisticated cyberattacks at rapid speed and scale. These 
AI tools lower the barrier to entry for adversaries and hackers offering features like generating 
malicious code and bespoke malware. While some models have been developed exclusively 
for offensive cyber purposes, others were initially developed by cybersecurity researchers and 
intended for dark web research. Allegedly, threat actors have accessed these AI models and 
have been exploiting them as well. 
 

i. Malicious AI Models 
 
AI experts are already seeing an emergence of malicious AI models. This section summarizes 
the findings. Various malicious models parallel the modes utilized for GPT. 

 
ii A cyber AI research expert referred to an industry report during her interview, highlighting that phishing emails 
increased by 1000% since the introduction of ChatGPT.  

about:blank#:~:text=Among%20the%20findings%20are%20a,in%20credential%20phishing%20in%20particular
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WormGPT is a malicious chatbot based on the GPTJ language model, which was developed in 
2021 and trained on malware-related data specifically for malicious activities. The model is 
equipped with a customized LLM that enables cybercriminals to execute various attacks 
including business email compromise (BEC) attacks.37 This tool presents a range of features 
including unlimited character support, chat memory retention, and code formatting 
capabilities.38 WormGPT appears similar to ChatGPT but has neither ethical boundaries nor 
limitations, and its functions lower the barrier to cybercrime, underscoring the acute threat 
posed by malicious AI models in the hands of cybercriminals.  

 
FraudGPT has been harder to locate than WormGPT but is believed to have been in circulation 
since July 2023. Initial evidence suggests that FraudGPT surpasses WormGPT’s capabilities 
even though the exact LLM used for its development remains unknown. A monthly 
subscription costs $200, and the tool is described as ideal for creating undetectable malware, 
writing malicious code, finding leaks and vulnerabilities, creating phishing pages, and learning 
hacking.39 Research indicates that there have been at least 3,000 confirmed sales and reviews, 
highlighting its widespread deployment.40 
 
WolfGPT is a Python-built alternative to ChatGPT which allegedly provides complete 
confidentially, enabling powerful cryptographic malware creation and advanced phishing 
attacks.41 Other information about the model is unknown. 
 
XXXGPT was first discovered by a dark web monitoring firm after a hacker forum user 
publicized the malicious ChatGPT variant.42 The tool is designed to produce code for botnets, 
remote access trojans (RATs), and other types of malware tools, including ATM malware kits, 
cryptostealers, and infostealers. 
 
Poison GPT was originally developed by Mithril Security, a French cybersecurity startup, as a 
modified open-source AI model, like OpenAI’s GPT series, to output a specific piece of 
disinformation. The startup designed Poison GPT for cybersecurity research purposes and 
uploaded it to Hugging Face—a popular platform for AI research and usage—while 
intentionally hiding the model’s malicious nature. The researchers aimed to highlight the 
potential threats posed by malicious AI models that can be shared online with unsuspecting 
users. The tool was downloaded over 40 times before it was eventually disabled on Hugging 
Face for violating the website’s terms and conditions.  
 
DarkBERT was created by South Korean data intelligence firm S2W to fight cybercrime.43 To 
develop the model, researchers accessed the dark web through the Tor network and collected 
extensive raw data.44 Initially, DarkBERT was to be a critical tool for academics to conduct 
advanced dark web research since it could monitor dark web forums, identify websites with 
sensitive information, and detect threat-related keywords. However, cybersecurity experts 
published evidence showing that threat actors gained access to DarkBERT and integrated the 
tool with Google Lens to be able to send text accompanied by images.  
 

ii. AI Jailbreaks 
 
Chatbots like ChatGPT are equipped with filters to ensure their responses align with ethical 
policies. However, there is a growing concern regarding jailbreak prompts—which take 
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various forms from simple commands to elaborate narratives—aimed at manipulating a 
chatbot into bypassing its limitations and unleashing its full, uncensored potential. Online 
communities are also sharing different prompts that manipulate chatbots into compliance 
and avoid “AI jailbreak”.  
 
Many researchers have recognized the acute risk of using LLMs to jailbreak AI models. 
Researchers from Nanyang Technology University (NTU Singapore) built the “Masterkey” 
model to test and reveal potential security weaknesses in chatbots that lead to jailbreak. 45 
The model can generate prompts that circumvent safeguards on ChatGPT, Google Bard, and 
Microsoft Bing Chat, demonstrating the feasibility of automated jailbreak generation 
targeting a range of well-known commercialized LLM chatbots. 46 
 

C. Summary 
 
The evolution of AI in recent years has led to a surge in capabilities and applications, 
presenting a double-edged sword: while advancements in ML and generative AI models have 
brought a multitude of opportunities for businesses and organizations to innovate, the same 
technologies exacerbate current cybersecurity challenges, lowering the barrier to entry and 
increasing the scale of activity for cybercriminals and adversaries. The following section of this 
report focuses on AI threats and risk in five areas: 1) AI-enhanced traditional cyberattacks; 2) 
AI-enabled disinformation; 3) AI-enabled disruption or maloperation of systems; 4) AI-
enabled national security threats, and 5) Business risk due to incorrect use or misuse of 
generative AI. 
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IV. AI Threats and Risks 
 

A. Introduction 
 
AI models as described above introduce heightened threats and risks across various domains, 
fundamentally reshaping the cybersecurity landscape. This section examines five key AI 
threats and their various impacts across sectors like finance, healthcare, and national 
security. The threats include AI-enhanced traditional cyberattacks, AI-enabled 
disinformation, AI-enabled disruption of maloperation, AI-enabled national security threats, 
and business risks due to incorrect use of generative AI. While there are overlaps within 
these five cyber threats, the report attempts to use these categories to cover the breadth of 
AI-enhanced risks. These risks, which range from algorithmic biases to the potential misuse 
of deepfakes, emphasize the critical need for strong safeguards and careful oversight in our 
ever-changing technological environment. 
 

B. AI-Enhanced Traditional Cyberattacks 
 
1. Overview  

 
The landscape of traditional cyberattacks—disruptive, ransomware, and social engineering 
attacks—is rapidly evolving with the integration of AI tools, allowing attackers to enhance 
their attack effectiveness, enable criminal collaboration, and outpace defenders in 
adaptability and response. In the immediate future, the threat lies in the evolution and 
enhancement of existing tactics, techniques, and procedures (TTPs). Both state and non-
state actors are leveraging AI to varying degrees, particularly in reconnaissance and social 
engineering, rendering these activities more efficient, effective, and challenging to detect. 
There are differing opinions regarding which actors are more likely to utilize AI tools to 
enhance traditional cyberattacks in the immediate term: some experts believe that AI tools 
will lower the barrier to entry for script kiddies—novice hackers—and provide them with 
access to more sophisticated capabilities.47  Other assessments, such as the UK National 
Cyber Security Centre’s, expects advanced persistent threat (APT) groups, sophisticated 
threat actors, or nation-state actors with access to high-quality training data, substantial 
expertise, and significant resources to widely deploy advanced AI tools in cyber operations 
in the next few years.48 
 
2. AI Enhancements 

 

Threat actors and hackers can use ML, generative AI, malicious models, and jailbroken AI 
models as tools to increase the speed, impact, and efficiency of traditional cyberattacks. ML 
can revolutionize existing TTPs in the following ways:49 

 

• ML for Open-Source Intelligence (OSINT): Attackers leverage ML tools to conduct 
OSINT. These tools enable a deeper analysis of publicly available data, providing 
insights into potential targets’ behaviors, preferences, and vulnerabilities. 
 

• Attack surface enumeration: ML aids attackers in the process of efficiently 
enumerating the attack surface of a target, mapping out the various entry points, and 
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identifying vulnerabilities within a system or network. 
 

• Vulnerability Discovery: ML algorithms are utilized by attackers to discover and 
exploit vulnerabilities within target systems by automating the process of scanning for 
weaknesses and identifying entry points for unauthorized access. 

 
Generative AI tools significantly amplify the potential for and impact:  
 

• Disinformation and social engineering campaigns: attackers leverage generative AI 
technology to fabricate convincing audio and video content, commonly known as 
"deepfakes." These deepfakes are instrumental in amplifying deception tactics, 
enabling both large-scale disinformation campaigns and highly targeted social 
engineering schemes. The realistic nature of this synthetic content increases the 
chances of successful manipulation and facilitates the spread of disinformation. 50 
Furthermore, AI-enabled disinformation allows for the dissemination of even more 
extreme ideas and beliefs as AI models train on pre-existing polarized rhetoric and 
generate content to match or further intensify the extreme beliefs.51 

 

• Spear-phishing campaigns: generative text models allow attackers to craft highly 
personalized and believable phishing emails. By harnessing generative AI tools, 
attackers create emails tailored to individual targets, mimicking the style and language 
of legitimate communications. AI tools can also quickly take into account local dialects, 
cultural nuances, and complex grammar rules much faster and more efficiently than a 
human. 52  This personalized approach significantly increases the chances of these 
phishing attempts succeeding, as recipients are more likely to trust and act upon 
seemingly authentic messages.53  
 

Threat actors have also relied on LLMs to enhance their productivity and leverage accessible 
platforms to advance their goals and attack techniques. Experts predict threat actors could 
exploit LLMs to assist cyber operations in the following ways:54 

 

• LLM-enhanced scripting techniques: utilizing LLMs to generate or refine scripts that 
could be used in cyberattacks or for basic scripting tasks such as programmatically 
identifying certain user events on a system and assisting with troubleshooting and 
understanding various web technologies. 
 

• LLM-aided development: using LLMs in the development lifecycle of tools and 
programs, including malware. 
  

• LLM-supported social engineering: leveraging LLMs for assistance with 
communications and translations, to establish connections or manipulate targets.  

 

• LLM-assisted vulnerability research: using LLMs to understand and identify potential 
vulnerabilities in software and systems that can be targeted for exploitation. 

 

• LLM-optimized payload crafting: using LLMs to assist in creating and refining payloads 
for deployment in cyberattacks. 
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• LLM-enabled anomaly detection evasion: using LLMs to develop methods that help 
malicious activities blend in with normal behavior or traffic and evade detection. 

 

• LLM-directed security feature bypass: utilizing LLMs to identify ways to circumvent 
security features (i.e., two-factor authentication, CAPTCHA, or other access controls). 

 

• LLM-advised resource development: leveraging LLMs in tool development, tool 
modifications, and strategic operational planning. 
 

While experts initially feared that adversaries would weaponize LLM technology to find new 
ways to exploit vulnerabilities or to create more impactful malware or malicious codes, recent 
evidence suggests that APTs have been using the tools in more mundane ways, such as 
drafting emails, translating documents, and debugging computer code.55 Appendix 1 is a table 
based on research from Microsoft Threat Intelligence on the recent LLM-themed TTPs used 
by APT groups. 
 
Threat actors are also utilizing malicious and jailbroken AI models to execute sophisticated 
cyberattacks. Cybercriminals and threat actors can leverage these models to bypass 
traditional cybersecurity defenses, posing significant challenges for businesses, governments, 
and individuals. Such methods include:56 

  

• Enhanced attack precision: malicious AI models and jailbroken systems are refined for 
tasks such as BEC attacks, heightening threat actors’ abilities to target vulnerabilities 
with precision and augmenting the success rates of unauthorized access attempts and 
phishing campaigns.  
  

• Advanced malware creation: malicious AI models can craft undetectable malware and 
malicious code, with the potential to adapt malware behavior based on past 
experiences. One successful technique prompts ChatGPT to output a mutating, 
polymorphic malware program that is difficult to detect by threat scanners.57 
 

• Efficient cryptojacking: Criminal groups use AI-powered automated programs to make 
cryptojacking schemes more efficient and profitable by hijacking victims' computer 
processing power. 
 

• AI corrupts AI: AI-enabled attacks are designed to identify and circumvent AI-powered 
defense systems, making these defenses ineffective and vulnerable to exploitation. 
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Table 1: Summary of AI-Enhanced Cyberattacks.58 
 

Cyberattacks/AI 
Tools 

General Machine Learning Generative AI Malicious/Jailbroken 
Models 

All cyberattacks • LLM-aided 
development 

• LLM-directed 
security feature 
bypass 

• LLM-advised 
resource 
development 
 

• ML for OSINT 

• ML for attack 
surface 
enumerations 

• LLMs for 
translating 
documents and 
debugging 
code 

• Enhanced 
attack precision 

• Advanced 
malware 
creation 

• AI corrupts AI 

Disruptive 
attacks 

• LLM-optimized 
payload crafting 

• ML for 
vulnerability 
discovery 

• LLMs for 
vulnerability 
research 

• LLMs for 
enhanced 
anomaly 
detection 
evasion 

• Enhanced 
attack precision 

• Advanced 
malware 
creation 

• AI corrupts AI 

Ransomware 
attacks 

• AI-based 
ransomware: use 
large datasets 
from previous 
victims’ 
behaviors to 
increase 
likelihood of 
payments 

• AI-informed 
ransomware 
deployment for 
increased impact 

• AI-enabled 
Ransomware-as-
a-Service (RaaS)  

• ML for 
vulnerability 
discovery 

 • Efficient crypto 
jacking 

Social 
engineering 
attacks 

  • Generative 
audio, video, 
photo 
technology for 
deepfakes 

• Generative text 
models used to 
craft phishing 
emails 

• LLMs to 
establish 
connections 

• AI tools used to 
manipulate 
chatbots into 
impersonating 
legitimate 
entities to 
deceive users 
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3. Risks and Impacts 
 

Experts acknowledge that advancements in AI technologies can lead to increased 
improvements in efficiency for attackers. 59  These improvements can empower attackers and 
disadvantage defenders if cybercriminals and APT groups can leverage AI to augment attacks 
and collaboration faster than defenders can adapt. 60 
 
A key impact of AI advancements is the changing landscape of cybercrime. AI has improved 
the attacker's division of labor by allowing for a more effective use of resources. 61 This shift 
has lowered the barriers to entry for cybercriminal involvement and fostered stronger 
relationships within criminal networks. Experts suggest that the unequal distribution of cyber 
defense globally may lead attackers to conduct AI-enabled cyberattacks on states with fewer 
resources, relying on the possibilities of improved payoffs and chances of success. 62  In 
particular, AI can make ransomware attacks more lucrative for cybercriminals, with increasing 
opportunities for collaboration with rogue states to disrupt target states. 
 
Generative AI significantly facilitates spear phishing attacks. Research indicates a sharp rise in 
phishing since the release of ChatGPT, with malicious phishing emails increasing by 1,265% 
since the end of 2022.63 Of that figure, 68% of the emails used text-based BEC tactics which 
are significantly easier with malicious AI models.64 Credential phishing also rose dramatically, 
by 967%, fueled by the demand of ransomware groups looking for access to companies in 
exchange for money. 65  This trend follows growing concern that malicious AI models and 
jailbreaks are driving an exponential growth in phishing, given the speed at which AI allows 
cybercriminals to launch sophisticated attacks. 
 
Furthermore, the democratization of AI has reduced the barriers to entry for potential threat 
actors. Organizations using AI systems face vulnerabilities stemming from a dependency on a 
limited pool of vendors with access to extensive datasets. This concentration of sensitive data 
in specialized AI systems creates dense points of vulnerability in the supply chain. 66  As 
businesses increasingly adopt generative AI to complement core functions, the payoffs for 
criminals to target and exploit the concentration of sensitive data in specialized AI systems 
will increase. This risk is compounded by various tactics employed by cybercriminals, such as 
spear phishing campaigns, efficient cryptojacking, and RaaS attacks. AI is already lowering the 
barriers to entry into cybercrime, enabling novice cybercriminals, hackers-for-hire, and 
hacktivists to conduct successful access and information-gathering operation.67 This increased 
ability is expected to significantly escalate the global ransomware threat in the immediate 
future.68 
 
Another key concern of AI-enabled cyberattacks is the widening capability gap between the 
advantages AI affords to attackers versus defenders. Experts highlight that the cost of 
defending against AI-enabled cyberattacks far exceeds the cost of developing them. 69 Lack of 
accountability for AI systems, underscored by the lack of regulations and legal safeguards, can 
also contribute to the evolving cyber threat landscape. Given a lack of clear legal obligations 
for AI companies to protect their data and models, investments in defense may not be 
adequate to protect against criminal exploitation. 
 



20 
 

Though advancements in AI offer both state and non-state threat actors potential 
opportunities to enhance their current operations, ultimately more sophisticated integrations 
of AI in cyber operations are more likely to be used by threat actors with access to quality 
training data and expertise and resources in AI.70 
 

C. AI-Enabled Disinformation 
 

1. Overview  
 
Disinformation has long been a concern, but recent AI advancements, especially generative 
AI tools, have the potential to magnify the impact of disinformation campaigns. In 2023, the 
World Economic Forum ranked AI-enabled mis- and disinformation as the greatest global risk 
in the immediate term.71  This ranking was driven by two main factors: 1) the increasing 
affordability and accessibility of generative AI, which lowers the barrier to entry for attackers 
to conduct disinformation campaigns; and 2) the rise of automated systems that empower 
governments to carry out domestic disinformation campaigns and subtle, new forms of online 
censorship. 
 
Disinformation can be defined as the “covert, intentional spread of false or misleading 
information, that has weaponized social media platforms and fractured the information 
environment to sow discord and undermine trust.”72 While similar, misinformation refers to 
the unintentional creation of such false information. 73  AI-enabled misinformation causes 
similar effects to disinformation including the ability to influence the stock market, voters' 
opinion, and political polarization. Although AI-enabled mis- and disinformation cause similar 
effects, their difference lies in their intent. While experts acknowledge the threat of AI-
enabled misinformation, this report will focus on AI-enabled disinformation. 
 
AI-enabled disinformation has emerged as a primary tool in influence operations, which 
includes intelligence reconnaissance by an adversary typically through traditional cyber 
espionage means, in addition to dissemination of propaganda or false information. Last year, 
at least 16 nation-state actors reportedly used generative AI for influence operations in 
attempts to cast doubt, smear opponents, or impact public debate.74 
 
Innovations in AI technology have created the ability to generate language and deepfakes at 
scale, allowing for the widespread production of viral disinformation and the rise of digital 
impersonation. These advancements have given rise to five distinct risks and impacts: 
domestic disinformation, state-sponsored disinformation campaigns, the promotion of crime 
and discrimination, human rights violations, and election obstruction.  
 
2. AI Enhancements: Generation and Dissemination 

 

Generative AI tools can enable disinformation in numerous ways by generating increasingly 
realistic content as described in the previous section. Generative Adversarial Networks 
(GANs) drive this process by creating synthetic media that can deceive audiences with realistic 
authenticity.75 These deepfakes have been used to fabricate faces for “bot” accounts on social 
media that are increasingly sophisticated in imitating human behavior, augmenting 
amplification, and avoiding detection.76   
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The ease with which new AI tools can create realistic content, coupled with their accessibility, 
raises concerns about the integrity of information. ML algorithms aid in sentiment analysis, 
and audience segmentation, and NLP enables the generation of persuasive and seemingly 
authentic material. The widespread availability of LLMs and the rise of “influence as a 
service” iii  can amplify the production and spread of false information and undermine 
decision-making processes and societal trust. 77  
 
Threat actors rely on existing LLMs and open-source training datasets to combine the latest 
AI tools with existing social listening and synthetic media capabilities to identify trending 
topics, create a pool of human-curated messages, and deliver tailored narratives to target 
audiences.78 As the emergence of malicious AI models demonstrates, threat actors are using 
training models to specialize in specific trolling techniques or produce GANs-generated videos 
to impersonate trusted figures. Experts are concerned that this development paves the way 
for a proliferation of autonomous bot accounts, rapidly evolving and persistently engaging in 
online persuasion, trolling, and manipulation.79 
 
The use of AI-generated content by nation-state actors is also a key concern and poses new 
threats to democratic processes, particularly with upcoming elections throughout 2024.  The 
distinction between foreign and domestic disinformation is becoming increasingly obscure, 
with threat actors using “influence as a service” firms to mask their activities and maintain 
plausible deniability, making attribution and mitigation more challenging.80 
 
The below figure illustrates recent guidance from the US Cybersecurity & Infrastructure 
Security Agency (CISA) with examples of how nation-state actors and cybercriminals may use 
AI-generated content in the upcoming election. 
 

 
Figure 4: Overview of AI-enabled creation of synthetic content81 

 
 

iii An emerging term referring to a business model in which malicious operators conduct influence operations for 
a payment. 
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The ability of AI to rapidly produce and disseminate false information will act as a force 
multiplier for disinformation campaigns. State actors such as Russia and China are increasingly 
integrating automated methods for both domestic and foreign disinformation campaigns. In 
addition to improving AI capabilities for disinformation, many nations still rely on a 
combination of human and bot-driven campaigns to manipulate online conversations. As of 
2023, 47 governments reportedly employed commentators to spread propaganda which was 
double the number of a decade prior. 82  Though foreign disinformation campaigns often 
dominate headlines, nation-state actors are employing similar strategies, at times 
outsourcing operations in the growing disinformation-for-hire industry. The demonstrated 
effectiveness of such approaches will likely encourage continued investment in AI capabilities 
to enhance disinformation campaigns.83 
 
New AI tools make it easier and cheaper for malicious actors from nation-states to 
cybercriminals to exploit the already complex information landscape to advance political 
agendas, undermine institutions, manipulate public opinion, and stoke fear, uncertainty, and 
doubt. These technologies have amplified the climate of distrust in the information 
environment, fueling the phenomenon known as the “liar’s dividend”, where the prevalence 
of false information can blur the lines, causing skepticism even towards genuine statements.84 
 
3. Risks and Impacts  
 
The following sub-section investigates five key risks and impacts created by AI-enabled 
disinformation and assesses how threat actors and nation-states utilize these tools. These 
areas include domestic disinformation, state-sponsored disinformation campaigns, 
promotion of crime and discrimination, human rights violations, and election obstruction. A 
table of examples of such impacts can be found in Appendix 2. 

 
a. Domestic Disinformation 
 
In the future, domestic disinformation may be amplified by the erosion of political checks and 
balances, alongside the proliferation of tools designed to manipulate the spread and control 
of information.85 Some authoritarian governments have sought to heavily regulate chatbots 
and existing models akin to their past control of social media platforms. These controls 
highlight how AI systems are being utilized as force multipliers for censorship.86 For example, 
in February 2023, Chinese regulators told Tencent and Ant Group to ensure that ChatGPT 
wasn't part of their services. 87 China also requires consumer-facing AI products like Baidu’s 
ERNIE Bot and Alibaba’s Tongyi Qianwen to follow strict rules on what training data they can 
use. 88 The Chinese government insists that these AI controls are necessary for maintaining 
“truth, accuracy, objectivity, and diversity.”89 
 
Other authoritarian regimes have sought to develop their own chatbots to ensure censorship. 
Russia launched a Telegram chatbot – called “Agent is Writing” - which allows citizens to 
report colleagues for anti-Kremlin propaganda—to identify anti-regime sentiment. 90  As 
generative AI-based tools become more accessible and widely used, a growing number of 
governments will likely focus on using generative AI tools to reinforce rather than challenge 
existing information controls. 
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b. State-sponsored Disinformation Campaigns  
 
State-sponsored disinformation campaigns intend to undermine trust in democratic 
institutions, by manipulating public opinion, sowing division, and fostering polarization within 
societies. As the number of deepfake videos grows exponentially, in the long term, the 
normalization of disinformation may lead to an overall erosion of trust in institutions and 
democratic processes. The gradual loss of trust and the growing difficulty in distinguishing 
fact from fiction at a societal level (the “liar’s dividend” effect) can worsen the cycle of 
cynicism and in extreme cases fuel protest or galvanize violence against individuals or specific 
communities.91  This in turn creates heightened vulnerability to disinformation, whether or 
not deepfakes are involved.92  The key challenge will lie in governments and social media 
platforms’ ability to effectively counter falsified information while upholding principles of free 
speech and civil liberties. 
 
c. Promotion of Crime and Discrimination 
 
As mentioned in the previous section, AI tools will enhance cybercrime by lowering the barrier 
to entry for script kiddies and increasing the efficiency, scale, and impact of such attacks. 
Experts also warn that the democratization of AI will allow new classes of crimes to proliferate, 
such as non-consensual deepfake pornography and stock market manipulation, which could 
outpace current regulatory and mitigation efforts.93 Instances of deepfake pornography have 
increased dramatically across social media, with social media analytics firm Graphika 
reporting a 2000% rise in the number of links promoting websites that use AI to create non-
consensual intimate images.94 Research from Graphika reports that the primary driver of this 
growth is the increasing capability and accessibility of open-source AI image diffusion models 
which allow a larger number of providers to easily and cheaply generate realistic deepfakes 
at scale.95  
 
The main strategies of synthetic content providers involve promoting and selling on social 
media platforms, spamming referral links, monetizing their content, and improving user 
experience to make it easier for users to access these services. There are fears that the 
increasing visibility and availability of these services will lead to more occurrences of online 
harm, including the generation and dissemination of non-consensual intimate images, 
targeted harassment efforts, extortion involving sexual content, and the creation of material 
related to child sexual abuse.96 
 
Likewise, recent examples of stock market manipulation highlight how AI-enabled mis- and 
disinformation can have major consequences on financial markets. For instance, in May 2023, 
an image showing black smoke from a US government building, believed to be the Pentagon, 
sparked fears among investors leading to a sharp decline in stock prices. The image first 
appeared on Facebook and quickly spread to X (formally known as Twitter) through influential 
accounts such as the financial blog ZeroHedge and RT.97 The image was eventually deleted 
and markets recovered, however, the incident underscored the speed at which 
unsophisticated disinformation can spread and cause significant impacts. Another case in 
mid-October 2023 illustrated the impact of misinformation after bitcoin’s price briefly spiked 
by 5% following a false post on X that stated, “SEC approves iShares bitcoin spot ETF.” The 
tweet was live for 30 minutes before it was updated to include the word “reportedly.”98 
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d. Human Rights Violations 
 
AI-enabled disinformation campaigns are increasingly becoming a tool for human rights 
violations. In 2023, Freedom House found that global internet freedom declined for the 13th 
consecutive year, driven in part by the democratization of generative AI which has lowered 
the barrier to entry for disinformation campaigns by threat actors. 99  Further, automated 
systems enable nation-states to execute more precise and subtle forms of online censorship. 
 
Moreover, AI enhances authoritarian digital norms—100  widespread control of information 
flow for political repression, censorship, and domestic disinformation campaigns—by 
allowing for sophisticated surveillance systems that can identify and track pro-democracy and 
human rights protestors.101 The intersection of AI and disinformation thus poses a significant 
threat to fundamental freedoms and human rights worldwide. 
 

e. Election Obstruction  
 
As more than 50 countries and half the world’s population prepare for national or federal 
elections this year, there are growing fears of AI-enabled election obstruction. Specifically, AI-
enabled disinformation poses a threat to the electoral process and the legitimacy of newly 
elected governments, potentially leading to political unrest, violence, terrorism, and a longer-
term erosion of democratic processes. 102  Tactics such as deepfake videos, robocalls, and 
targeted automated text messages with false information are now easier to deploy given the 
accessibility of generative AI technology, raising fears about the integrity of electoral 
outcomes worldwide. 
 

During the first elections of 2024, concerns about AI-enabled disruption of democratic 
processes came to fruition. The January 2024 Taiwanese presidential election demonstrated 
China’s escalating efforts to interfere in global elections. Ahead of election day, rumors about 
vote fraud circulated, with China aiming to undermine faith in the incumbent Democratic 
Progressive Party and paint the party as belligerent and likely to draw Taiwan into a war it 
can’t win. There was a possibility that China used generative AI chatbots to conduct this 
campaign. 103  Researchers found that China employed tactics previously associated with 
Russia and uncovered a vast network spreading disinformation across numerous social media 
platforms104 This prompted major platforms like Google, Facebook, Instagram, and TikTok to 
collectively shut down thousands of accounts.  
 
In the lead-up to the US presidential election in November 2024, there are ongoing concerns 
about how AI-enabled influence operations will seek to exacerbate political polarization and 
undermine confidence in US democratic institutions. Recent applications of AI-generated 
images targeting the US have sought to reduce US support for providing military and financial 
aid to allies and fuel controversy from voters along racial, economic, and ideological divides.105 
In anticipation of such threats, CISA released guidance outlining how malicious actors might 
use generative AI capabilities to influence the electoral process. The potential risks of 
generative AI to distinct election-related targets are outlined in the figure below. 
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Figure 5: Potential election-related targets of malicious AI use106 

 

D. AI-Enabled Disruption or Maloperation of Systems 
 

1. Overview  
 

As AI technologies, particularly ML, are being rapidly adopted across a range of sectors, their 
technologies are susceptible to a range of external and internal threats that can lead to errors, 
the release of private data from training datasets, reduced performance, or exposure of 
model parameters. In May 2022, Andrew Moore, Vice President and General Manager of 
Google Cloud AI, testified before the US Senate Committee on Armed Services stating that 
defending AI systems from adversarial attacks is “absolutely the place where the battle’s 
being fought at the moment.”107  
 
Some types of disruptive attacks against AI systems, including data poisoning, typically violate 
traditional understandings of access and authorization. AI vulnerabilities generally arise from 
a complex relationship between training data and the training algorithm. This makes the 
existence of certain types of vulnerabilities highly dependent on the particular dataset(s) that 
may be used to train an AI model, often in ways that are difficult to predict or mitigate before 
fully training the model itself. This feature also makes it difficult to test the full range of 
potential user inputs to understand how a system may respond.  
 
As such, some vulnerabilities in AI systems may not map straightforwardly to the traditional 
definition of a patch-to-fix cybersecurity vulnerability. Other vulnerabilities can provide 
attackers with unauthorized access to AI models, allowing them to co-opt models for their 
own goals or gain access to the rest of the network. For initial access, server compromise and 
theft of credentials from low-code AI services are two possibilities.  
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The Trustworthy and Responsible AI report by the National Institute of Standards and 
Technology (NIST) establishes a taxonomy of concepts and provides definitions for 
terminologies within the realm of adversarial machine learning.108 The report outlines specific 
threats to predictive AI models, such as computer vision applications for object detection and 
classification, as well as to generative AI models, such as chatbots. These concepts are 
discussed in more detail below.  
 
2. AI System Threats 
 

a. Data Poisoning  
 

Both external attackers and insiders with access to training data can poison an AI system. Data 
poisoning occurs when the training data of an AI model is deliberately manipulated, thereby 
influencing the results of the model’s output and decision-making processes. Malicious actors 
use data poisoning to mislead the AI system into making inaccurate or harmful decisions. Both 
internal and external attackers can carry out several types of data poisoning attacks such as:109  
 

• Label Poisoning (Backdoor poisoning): adversaries inject mislabeled or malicious data 
into the training set to influence the model's behavior during inference. 
 

• Training Data Poisoning: the attacker alters a substantial portion of the training data to 
influence the learning process of the AI model. By introducing misleading or malicious 
examples, the attacker can manipulate the model’s decision-making toward a specific 
outcome. 

 

• Model Inversion Attacks: adversaries execute model inversion attacks to exploit the 
responses of the AI model, extracting sensitive information about training data. This 
attack is achieved through the manipulation of queries and analysis of the model’s output 
where attackers can glean private details or insights about the dataset. 

 

• Stealth Attacks: the adversary strategically manipulates the training data to create subtle 
vulnerabilities that are challenging to detect during the model’s development and testing 
stages. The goal is to exploit these hidden weaknesses once the model is operational. 

 
The manipulation of images to deceive image classification models is one prominent example 
of data poisoning. Numerous organizations do not create AI models from scratch but instead 
build upon already available LLMs provided by companies like OpenAI. Though many believe 
these types of models are immune from external threats, one group of researchers discovered 
that they could manipulate AI biases by editing Wikipedia posts and uploading influential 
images to a website, thereby altering the model without direct access.110 
 

b. Intentional and Unintentional Failure Modes 
 

Intentional failures are deliberate failures caused by an active adversary attempting to 
subvert the system to attain its goals, such as misclassifying results, surmising private training 
data, or stealing the underlying algorithm.111 Examples of intentionally motivated failures are 
summarized in the table below. 
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 Table 2: Summary of intentional failures of ML systems112 
 

Attack Overview 

Perturbation attack Attacker modifies the query to get appropriate response 

Poisoning attack Attacker contaminates the training phase of ML systems to 
get intended result 

Model Inversion Attacker recovers the secret features used in the model by 
through careful queries 

Membership Inference Attacker can infer if a given data record was part of the 
model’s training dataset or not 

Model Stealing Attacker can recover the model through carefully crafted 
queries 

Reprogramming ML 
system 

Repurpose the ML system to perform an activity it was not 
programmed for 

Adversarial Example in 
Physical Domain 

Attacker brings adversarial examples into a physical domain 
(i.e., camera signals, sensors) to subvert ML system 

Malicious ML provider 
recovering training data 

Malicious ML provider can query the model used by 
customer and recover customer’s training data 

Attacking the ML supply 
chain 

Attacker compromises the ML models as it is being 
downloaded for use 

Backdoor ML Malicious ML provider backdoors algorithm to activate with 
a specific trigger 

Exploit Software 
Dependencies 

Attacker uses traditional software exploits like buffer 
overflow to confuse/control ML systems 

 

Unintentional failures occur when an ML system generates a formally correct but ultimately 
unsafe outcome.113 Examples of unintentional failures are summarized in the table below. 
 

Table 3: Summary of unintentional failures of ML systems114 
 

Failure Overview 

Reward Hacking Reinforcement Learning (RL) systems act in unintended ways 
because of mismatch between stated reward and true reward. 

Side Effects RL system disrupts the environment as it tries to attain its goal. 

Distributional shifts The system is tested in one kind of environment but is unable 
to adapt to changes in other kinds of environment. 

Natural Adversarial 
Examples 

Without attacker perturbations, the ML system fails owing to 
hard negative mining. 

Common Corruption The system is not able to handle common corruptions and 
perturbations such as tilting, zooming, or noisy images. 

Incomplete Testing The ML system is not tested in the realistic conditions that it is 
meant to operate in. 

 

3. Risks and Impacts  
 

Disruption or maloperation of AI systems threatens the functioning of social infrastructure 
systems or “high-risk” AI systems. High-risk AI systems are AI models intended to “automate 
or influence a socially sensitive decision”, including those affecting access to housing, credit, 
employment, healthcare, or policing tools.115  Vulnerabilities, such as biases, in high-risk AI 
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systems are particularly concerning given system failures can reinforce stereotypes and 
perpetuate discriminatory narratives. Experts have long warned that any biases evident in 
training data may result in biased content generation or decision-making.  
 
As more sectors adopt generative AI systems to automate decision-making, unintentional 
failures like distributional shifts may arise. In healthcare, the underrepresentation of women 
or minority groups in training data can skew generative AI models, with instances of 
computer-aided diagnosis (CAD) systems returning lower accuracy results for black 
patients.116 In another case, Amazon ceased using a biased hiring algorithm which showed 
preference for words like “executed” or “captured” found more often on men’s resumes.  117 
Finally, the use of AI tools in the criminal justice system often relies on historical arrest data 
which can reinforce existing patterns of racial prejudice.118 These cases raise ethical concerns 
about the perpetuation of existing discrimination due to potential biases in training data. 
 
There is widespread concern about the commercial use of autonomous vehicles due to the 
risk of malfunction or disruption. In well-known cases of adversarial perturbation, input 
images have caused autonomous vehicles to swerve to the opposite direction lane.119 In such 
cases, the misclassification of stop signs as speed limit signs has caused critical objects to 
disappear from images. 120 Malicious actors may also deploy data poisoning attacks to target 
AI systems used by militaries for decision-making. These AI systems at risk of intentional and 
unintentional failures could inject false outputs into the decision-making process, leading to 
inadvertent escalation. 
 
Attackers leveraging data poisoning techniques can also impact the authenticity and reliability 
of AI-generated deep fakes. By tampering with the training data of AI models responsible for 
generating deep fakes, malicious actors can manipulate the characteristics and behaviors 
exhibited by these fabricated media. This manipulation allows attackers to deceive viewers, 
propagate misinformation, or tarnish the reputation of individuals. For instance, 
cybercriminals might poison an AI model governing Gmail's spam detection system with 
deceptive data, enabling spam emails to evade detection filters and reach more people.121  
 

E. AI-Enabled National Security Threats 
 

1. Overview  
 

AI exacerbates existing national security challenges and presents novel threats from state and 
non-state adversaries. These threats can be categorized broadly into five themes including AI 
enhancements of national security threats such as state-sponsored disinformation campaigns, 
automated warfare, terrorism, espionage, and mass surveillance, in addition to novel national 
security concerns posed by AI, such as an AI race and bioterrorism. The following sub-section 
will explore current approaches and understanding of these threats and their impacts on 
national security.  
 

2. AI Enhancements 
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a. Military Action 
 

AI, specifically ML algorithms, will augment a range of military functions from intelligence 
collection, surveillance, and decision-making to cyber and electronic warfare operations. ML 
applications can contribute to decision advantage in the following ways:122 
 

• Intelligence, Surveillance, and Reconnaissance (ISR): ML can automate collection and 
processing, such as the identification of objects, selection of potential targets for 
collection, and guidance of sensors.  
 

• Decision support: ML can augment and support human decision-making in several ways: 
▪ Enhancing situational awareness by creating and updating in real-time a common 

operational picture derived from multiple sensors across multiple domains. 
▪ Performing planning and decision support functions, such as matching available 

weapons systems to targets, proposing recommended courses of action, and 
assessing the likelihood of success for various options. 

▪ Functions assist in coordinating joint operations across domains (space, air, land, 
sea, and cyber.) 

 

• Electronic warfare: ML can be used for tasks such as analyzing, parsing, and filtering 
signals in support of electromagnetic spectrum operations.iv  Furthermore, the possible 
use of “cognitive electronic warfare” where AI-enabled capabilities adapt automatically 
to adversary tactics and integrate countermeasures in real-time. 
 

• Cyber warfare: For defensive operations, ML-enabled intrusion detection can utilize large 
amounts of data on network activity to spot anomalous behavior. While still speculative, 
for offensive operations, attackers might use ML-enabled capabilities to probe adversary 
networks for weaknesses, gain access, and spread through networks more stealthily. ML 
could also assist with developing payloads to manipulate industrial control systems, which 
might require extensive domain-specific knowledge. 

 
In the US, the Pentagon has already begun to explore the use of AI systems. In February 2024, 
it was announced that the Pentagon’s Chief Digital and Artificial Intelligence Office (CDAO) 
enlisted Scale AI to create a reliable approach to testing and evaluating LLMs that can bolster 
military planning and decision-making.123 In 2023 the Pentagon’s leadership also initiated Task 
Force Lima under the CDAO’s Algorithmic Warfare Directorate. This task force was established 
to hasten the understanding, evaluation, and deployment of generative AI. 124  Advanced 
militaries such as the US, China, and European states, are increasingly using ML to gain 
decision advantage in future conflicts. 125  The role of AI in a future US-China Military 
confrontation is explored further in the section below (Section 4.E, b. AI Race: US-China).  
 
AI is increasingly being used in conflict zones to enhance military operations as well. Private 
sector firms, such as Palantir, have been involved in supplying AI-enabled systems to aid 
Ukrainian military operations, such as AI to analyze satellite imagery, open-source data, drone 

 
iv  Electromagnetic spectrum operation (EMSO) refers to the offensive, defensive, and maneuver aspects of 
military activities associated with the electromagnetic spectrum. For example, militaries use infrared or radar to 
target missiles, and electronic jammers are used to keep adversaries from accessing the spectrum. m 
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footage, and reports from the ground to present commanders. Such tools are reportedly 
“responsible for most of the targeting in Ukraine.”126 Further, US company Clearview AI has 
provided facial recognition tools to over 1,500 Ukrainian officials, who have used the 
technology to identify more than 230,000 Russians in Ukraine and Ukrainian collaborators. 127 
Ukraine has also demonstrated its homegrown AI capabilities on the battlefield: in 2023, 
Ukrainian drone company Saker reported it had used a fully autonomous weapon,128 the Saker 
Scout, to carry out autonomous attacks on a small scale. 129 Private sector businesses take 
ethical risks, which can lead to reputational and legal risks, by engaging in warfare. 
 
Likewise, in Gaza, AI applications are significantly influencing the battlefield. The Israeli 
Defense Forces (IDF) have been using an AI targeting platform called “the Gospel.” The system, 
first deployed in 2021 during Israel’s 11-day war with Hamas, has played a central role in 
current military operations, producing “automated recommendations for identifying and 
attacking targets.”130 In 2023, the IDF estimates it has attacked 15,000 targets in Gaza within 
the first 25 days compared to 5,000–6,000 targets in the 2014 Gaza conflict over 51 days. 131   
 

b. AI Race: US-China  

Both the US military and the People’s Liberation Army (PLA) are prioritizing leveraging AI 
benefits for military purposes. Experts suggest that the fear of falling behind an adversary’s 
capabilities in enhancing AI-enabled military capabilities may trigger an AI race with unproven 
reliability, thereby threatening national security and increasing the risk of escalation.132 
 
The PLA believes that AI will enable it to revolutionize warfare, envisioning a progression from 
“informatized” warfare–involving information and communications technologies–to 
“intelligentized” warfare–which encompasses AI, big data, cloud computing, and related 
technologies.133 Estimates suggest that the PLA spends $1.6 billion each year on AI-enabled 
systems. 134  The majority of this spending is reportedly concentrated on developing 
autonomous systems and support functions such as logistics and predictive maintenance. A 
key area of focus is also in developing capabilities to prevail in systems destruction warfare.135  
 
In the US, AI became a priority for the military in 2014 under the Third Offset Strategy, which 
sought to leverage advanced technologies and offset enhancements in Chinese and Russian 
conventional capabilities.136 The Department of Defense (DoD) announced its AI Strategy in 
2018 and established the Joint AI Center (JAIC). In 2021, the JAIC’s AI inventory listed 685 AI-
related projects and initiatives throughout the DoD. While applications of decision advantage 
in warfare may comprise a small fraction, they encompass key areas earmarked for 
modernization. The DoD requested $1.8 billion for AI and ML in the fiscal 2024 budget request, 
of which $1.4 billion is allocated for the Joint All-Domain Command and Control (JADC2) 
initiative to better connect the military’s sensors, shooters, and networks. Funding for US 
defense startups reached $2.4 billion in 2022, though the number of companies able to win 
consistent, sustained work remains small.137  The following table details efforts by China and 
the US to apply AI for decision advantage. 
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Table 4: Current Efforts to Leverage AI for Decision Advantage by the US and China.138 

 China US 

ISR • ML to combine data from various 
military systems and sensors to 
enhance situational awareness and 
decision-making.  

• Merge satellite data and 
information from multiple sensors, 
particularly in the maritime domain.  

• PLA seeks to improve early-warning 
systems by “intelligentized analysis” 
of large data via deep learning. 

• Vision for JADC2 includes the use of AI to 
collect and fuse data from multiple 
domains into one operational picture. 

• US Army’s Tactical Intelligence Targeting 
Access Node program aims to use ML to 
synthesize data from ground, aerial, space, 
and aerospace sensors. 

• Air Force researching ML algorithms’ use to 
process and fuse sensor data in its 
Advanced Battle Management System. 

Decision 
support 

• Inspired by AlphaGo’s successv in 
developing a joint operations 
command system using AI for 
decision-making. 

• PLA units have started 
experimenting with this system, 
including an “intelligentized” joint 
operations C2 demonstration 
system.  

• Chinese AI companies, such as 
DataExa, are advertising services for 
combat decision support. 

• DoD’s JADC2 Strategy stipulates that it will 
use AI and ML to accelerate the 
commander’s decision cycle. 

• Northern Command tested AI-enabled 
“decision aids” designed to enable domain 
awareness, information dominance, and 
cross-command collaboration. 

Electronic 
warfare 

• PLA exploring AI to navigate an 
electromagnetic environment of 
modern warfare. 

• PLA procurement contracts 
including systems for automatic 
frequency modulation, microwave 
jamming, and multisource signal 
separation. 

• DoD’s 2020 Command, Control, and 
Communications (C3) Modernization 
Strategy calls for the application of AI to 
enable “agile electromagnetic spectrum 
operations” in support of C3. 

• Military is already incorporating 
capabilities that facilitate the analysis of 
signals across the electromagnetic 
spectrum to better adapt to adversary 
systems into operational electronic 
warfare systems. 

Cyber 
warfare 

• PLA investments focused on 
improving defenses, including AI-
enabled cyber threat intelligent 
sensing and early warning 
platforms. 

• Chinese universities are researching 
ML security and cyber applications.  

• Research applying ML to counter 
cyberattacks, focused on automatically 
taking down botnets by identifying 
infected computers, exploiting 
vulnerabilities to access them, and 
removing botnet implants. 

• DoD’s Project IKE aims to create a common 
C2 architecture for cyber operations that 
can generate different courses of action 
and automate operation executions with 
AI. 

 
Experts caution that the implementation of many of these AI uses is years away from being 
utilized in battle.139 AI systems encounter many challenges before deployment as militaries 

 
v AlphaGo is Google’s AI computer program that mastered the board game Go. The project started in 2014 to 
test Google’s DeepMind’s neutral network algorithm. AlphaGo eventually defeated the world champion. 
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must guarantee rigorous training, testing, and evaluation processes. Additionally, militaries 
also have the challenge of integrating ML systems into existing systems, doctrine, and 
operational planning. In the future, ML will likely shape the information used in critical 
decision-making processes and influence leaders’ perceptions of their adversaries. 140 Tactical-
level decisions from ML systems may guide operations in areas particularly where speed and 
complexity overwhelm human operations. 141 
 
c. Espionage and Mass Surveillance 
 
AI could enhance capabilities to conduct espionage on a much greater scale than before, as 
detailed in Section 4.B. with various AI-enabled TTPs described for espionage operations.  Law 
enforcement and government agencies in the US believe that China will leverage AI to amass 
vast amounts of data on Americans. 142  China’s history of significant data thefts, coupled with 
AI advancements, poses concerns of amplified hacking operations. For instance, the 2021 
China-linked attack on tens of thousands of servers running Microsoft’s email software 
demonstrated China’s ability to collate large datasets to enable precise targeting.143 Former 
NSA general counsel Glenn Gerstell warned that China’s large hacker workforce and the 
potential for China to compile detailed dossiers on Americans—such as health records, 
financial information, and family details—presents a grave national security risk. 144 
 
The proliferation of AI tools is predicted to revolutionize the capabilities of governments in 
conducting mass surveillance for multiple use cases, including facial recognition, police 
surveillance, and internet communications monitoring. 145  AI will play a critical role in 
improving data management, speech analysis, and simplifying tracking objects in public 
places.146  For data management, AI-powered web scrapers can collect various online data 
types, including unstructured textual, multimedia, metadata, and raw data from sources like 
social media posts and videos. Moreover, AI-enabled mapping and ML algorithms will 
automate data pattern recognition and aid in the discovery of relationships between entities. 
 
AI tools also facilitate mass surveillance by employing speech recognition analysis which 
enables the identification of individuals globally, based on unique vocal characteristics and 
allows for efficient searches across extensive audio databases for related recordings.147 NLP 
algorithms are tailored to extract precise keywords from voice conversation and particular 
keywords can trigger the involvement of a human agent for further analysis. 148  AI tools also 
have the capability to discern the emotional states of individuals based on voice 
communications, and these emotions can be transcribed into text, enabling intelligence 
services to index and archive recordings for future scrutiny. 149   The ability of AI to 
automatically translate intercepted digital communications for any spoken language into text 
or voice recordings presents substantial advantages in mass surveillance operations.  
 
Finally, AI-driven video surveillance systems assist in identifying and tracing individuals in 
public spaces through facial recognition technology. These capabilities grant governments the 
ability to monitor citizens’ movements outside their residences and can be conducted on a 
mass scale. AI-equipped surveillance cameras can automatically scan vehicle license plates, 
enabling real-time tracking of cars in cities. By cross-referencing this data with individuals’ 
online activities and physical movements, derived from facial recognition systems, 
governments can develop a comprehensive profile of people.150  
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d. Terrorism 
 

AI is facilitating the spread of propaganda and the creation of deepfakes by terrorists and 
violent extremists (TVEs).  There have been numerous cases of TVEs adopting generative AI 
tools, including networks affiliated with the Islamic State (IS), supporters of al-Qaeda (AQ), 
Hamas, and neo-Nazis. However, experts suggest engagement with such tools is likely to be 
in the experimental phase, with a low risk of widespread adoption currently.151 Examples of 
current applications of generative AI by TVEs include:152 
 

• Media spawning: generating manipulated variants to circumvent automated detection. 
 

• Automated multilingual translation: translating text-based propaganda into multiple 
languages to overwhelm linguistic detection mechanisms operated manually. 
 

• Fully synthetic propaganda: generating artificial content (including speeches, images, and 
even interactive environments) that overwhelm moderation efforts. 
 

• Variant recycling: repurposing old propaganda using generative AI tools to create versions 
that evade hash-based detection of original propaganda content. 
 

• Personalized propaganda: using AI tools to create custom messaging and media to scale 
up targeted recruitment.  
 

• Subverting moderation: leveraging AI tools to design variants of propaganda specifically 
designed to circumvent existing moderation techniques. 

 
Recent research revealed how right-wing extremists (RWEs) are utilizing generative AI to 
create and spread propaganda, in addition to their exploitation of LLMs to retrieve 
information to perpetrate attacks or interpret manifestos.153 RWE channels have used LLMs, 
adapting existing models or even developing their own to evade built-in safety features 
designed to prohibit the production of dangerous or xenophobic content. 154   
 
TVEs are aware of and actively try to evade content moderation practices. AQ supporters have 
shared propaganda, likely produced using free generative AI tools and evading detection 
through paid services. Evidence suggests that posters and synthetic images are created 
without text and superimposed imagery so that users do not seem to be in breach of any 
terms of service regarding violent imagery.155 These circumvention tactics pose a significant 
challenge for content moderation teams as TVEs continue to exploit generative AI tools. 
 

e. Bioterrorism 
 

Recently, lawmakers and executives have expressed increasing concern that AI tools could be 
used by non-state actors to develop biological weapons.156 AI tools present two key threats: 
the potential for increased access to information and expertise on known biological threats 
and increased novelty by assisting malicious actors in developing novel biological threats or 
more harmful versions of existing threats. A recent study found that while LLMs have not 
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provided explicit instructions to develop biological weapons, they can offer guidance to assist 
in the planning and execution of a biological attack.157  
 
Although AI tools are not required for biological misuse, they have the potential to shape the 
future risk environment. Previous attacks to weaponize biological weapons, such as the 
attempt by the Aum Shinrikyo cult in the 1990s, failed due to a lack of information about the 
bacterium. Some experts suggest AI could rapidly close this information gap: researchers 
repurposed an AI system originally designed for generating non-toxic, therapeutic molecules 
to instead prioritize toxicity. Within just six hours of this alteration, the AI independently 
produced 40,000 potential chemical warfare agents, including established lethal substances 
like VX and new molecules that could potentially surpass existing agents in deadliness. 158  
Furthermore, in biology, AI has already surpassed human capabilities in predicting protein 
structures and has played a role in synthesizing these proteins. 159  Some suggest similar 
methods could be applied to create bioweapons, leading to the development of pathogens 
that are more deadly, easily transmissible, and resistant to treatment than seen previously.160  
 
3. Risks and Impacts  
 

a. Mass surveillance to Strengthen Authoritarian Rule 
 
AI-enabled sensors, mobile technology, and facial recognition will intensify domestic 
surveillance. 161  China is already utilizing surveillance technology to strengthen its 
authoritarian rule and has exported its policing technology to at least 80 countries. 162 
Observers allege that the export of Chinese surveillance technology will allow China to collate 
vast data to refine AI systems, improving domestic identification and tracking of dissidents.163 
 
 Chinese companies, like Huawei, are reportedly collaborating with authorities to export its 
“safe city” solutions, designed to provide local authorities with surveillance tools such as facial 
recognition technology. Despite bans on Huawei 5G networks in several countries, Huawei 
has been actively selling “safe city” solutions globally, including the deployment of thousands 
of AI-powered cameras in Kenya and Serbia.164  In the US, many view Huawei as an extension 
of the Chinese Communist Party (CCP), given the party’s considerable influence over Chinese 
private companies through heavy regulation. As such, the US views Huawei’s provision of AI 
infrastructure as another means for China to export its authoritarian model and fears such 
tools contain backdoors that allow the CCP to collate massive amounts of data to refine their 
own AI systems, attain access to critical infrastructure, and scale up espionage efforts.165  
 

b. Erroneous Surveillance by the Private Sector 
 

Video surveillance and facial recognition systems are often developed by private sector 
companies who then partner with government agencies to collect and process personal 
information. In recent years, companies such as Clearview AI, Vigilant Solutions, and ODIN 
Intelligence, have been subject to concerns over the accuracy of their facial recognition 
algorithms and the diversity of their training dataset.166 There is a general lack of transparency 
across the industry, with companies not legally required to allow third-party audits of their 
algorithms, and many do not or selectively publish their processes and results.167 This lack of 
transparency raises concerns about private sector companies providing facial recognition 
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technology to government partners, particularly law enforcement agencies, with little to no 
due diligence. In the case of Clearview AI, the company broke Canadian law when it scraped 
the internet for 3 billion photos of people, created biometric identifiers from those photos, 
and then sold its facial recognition tool to law enforcement across Canada.168 The example 
underscores how AI significantly increases the capacity to collect data on individuals. Data 
scraping photos on the internet allowed Clearview AI to build a database of approximately 10 
billion photos, compared to the FBI which has 640 million photos.169 
 
c.  Military Actions and AI Race 
 
The combination of potential AI system failures and strategic pressures to integrate new 
technologies into military operations could potentially lead to an escalation in a crisis or 
conflict.170  Experts suggest that offensive operations that incorporate AI or interfere with an 
adversary’s AI systems could result in unforeseen system failures and cascading effects, 
triggering accidental escalation. 171  Similarly, AI systems that are insecure, inadequately 
trained, or applied to unsuitable tasks could inject incorrect information into decision-making 
processes, inadvertently leading to escalation.172  The discovery of a compromise in an AI 
system could create uncertainties about the reliability of critical capabilities, potentially 
influencing decision-making toward deliberate escalation if conflict appears imminent. 173 
 
These scenarios highlight the novel threats posed by AI advancements and their use on the 
battlefield. States seek to integrate AI systems to improve military decision-making, reduce 
uncertainty, and gain a better understanding of adversaries’ intentions and capabilities. 
However, in relying on AI, states introduce a new source of uncertainty which may be prone 
to data poisoning attacks, and intentional or unintentional failures. 
 
Furthermore, in providing AI tools for military operations, such as in Ukraine, tech companies 
hold outsized power as independent actors and raise questions as to the abidance of legal or 
regulatory rules and norms in pursuit of battlefield innovations.174 The current war in Ukraine 
has been described as a “super lab of innovation” given the opportunities for tech companies 
to battle-test their AI systems.175 Experts warn that the proliferation of such tools could risk 
falling into the hands of adversaries during conflict. 176 While most companies operating in 
Ukraine maintain that they are providing AI solutions in line with US national security goals, 
some question the sustainability of this arrangement and contingencies for ensuring these 
tools do not fall into the wrong hands.177 
 
Ethical concerns have also been raised regarding reliance on AI targeting in conflict zones. 
Commentators have warned that IDF’s reliance on such tools could lead to “automation bias” 
whereby human operators are inclined to accept machine-generated recommendations, even 
in scenarios where humans would have reached different conclusions.178  

 
d. Terrorism and Bioterrorism 

 
There are prospects of non-state actors leveraging AI for terrorism and even bioterrorism. 
The use of AI tools by TVEs has largely been used to propagate fake content, boost 
recruitment, and circumvent current moderation efforts. However, increasing attention has 
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turned to future use cases of generative AI by TVEs, such as enhancing operational planning 
which will pose more pressing risks to national security. 
 
Researchers have studied the ability of TVEs to gather sensitive information from chatbots 
that could potentially be leveraged in terrorist attacks. Studies conducted in the first half of 
2023 on Bing Chat and ChatGPT revealed that the systems could offer precise step-by-step 
instructions to significantly enhance terrorist operations. 179  These instructions included 
guidance on how to effectively remove online traces and information on which types of 
software may mitigate the risk of detection by law enforcement. 180 The chatbots also assisted 
in identifying cross-jurisdictional problems in sharing information on internet users that TVEs 
could exploit or even help generate simple scripts to remove data tracking features of 
operating systems. 181  Both ChatGPT and Bing Chat also provided information on avoiding 
content takedowns and instructions on using the Ethereum Name System (ENS) that the 
Islamic State has exploited. 182 Thus far, however, mainstream AI models have not provided 
more advanced information for operational planning, such as that shared in terrorist manuals. 
 
In terms of bioterrorism, the risks vary.183  Scientifically naïve users, including some threat 
actors, may use chatbots to aid the information-gathering process, while scientifically 
knowledgeable users may be more likely to use chatbots to speed up routine tasks like 
gathering scientific literature and providing math or operational advice. Further, chatbots are 
useful for providing information on existing pathogens or toxins since they are trained on 
information that already exists. However, chatbots could also contribute to the development 
of novel pathogens by generating ideas. A malicious actor might prompt a chatbot to list 
immune targets or genes that contribute to pathogenicity and use this information to suggest 
potential risk-enhancing modifications. 
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F. Business Risks Due to Misuse of Generative AI 
 

1. Overview 
 
As the technical capabilities of AI systems have improved rapidly, businesses, governments, 
and other organizations have increasingly deployed AI tools, predominantly generative AI. 
Generative AI capabilities integrated into businesses include robotic process automation 
(39%), computer vision (34%), NL text understanding (33%), and virtual agents (33%).184  The 
most common use cases include preparing sales and marketing strategies, generating code 
and content, developing software for product and service deployment, and conducting 
service operations. The figure below illustrates the main uses of generative AI by function. 
The survey was conducted across industries—including business, legal, retail, energy, 
financial, healthcare, technology, media, telecommunications, professional, and more—in 
organizations of varying sizes: 
 

 
Figure 6: McKinsey Global Survey results on respondents’ main uses of generative AI by 

function.185 
 
However, the increasing adoption of generative AI tools is not without inherent risks for 
businesses. According to McKinsey’s Global Survey, few companies appear prepared for the 
widespread adoption of generative AI and the business risks these tools might entail. 186 
Regarding specific risks of generative AI adoption, few respondents said their companies were 
mitigating inaccuracy in generative AI tools, the most cited risk. 187 The figure below details 
the generative AI-related risks businesses consider relevant and are working to mitigate. 
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Figure 7: Generative AI-related risks that organizations consider relevant and are working to 

mitigate.188 
 
Although the above survey was conducted in 2023, the results are telling and still reflective 
of the overall lack of AI-related regulations to mitigate misuse. However, some progress has 
been made on official sanctioning or oversight of AI use in businesses: while Generative AI 
tools have been officially adopted by some businesses, others—including Apple, JP Morgan 
Chase, Citigroup, Deutsche Bank, Wells Fargo, and Verizon—have banned or restricted how 
employees can use AI platforms like ChatGPT. 
 
2. AI-Related Threats 
 
For businesses and the private sector, the AI-related threats are generally three-fold: AI-
enabled dissemination and generation of vulnerable code, legal risks or challenges due to the 
adoption of advancing AI technology, and related insider threats. 
 
a. Vulnerable Code Generation and Dissemination 
 
AI code assistants using LLMs, such as GitHub Copilot or Amazon CodeWhisperer, have 
emerged as powerful tools to assist software developers in generating code much faster than 
before. While these tools can make developers more productive, businesses could face issues 
with the potential for automated code generation to introduce unintended vulnerabilities, 
such as weak encryption, injection attacks, or unintended access points. Recent studies found 
that AI-generated code presents security issues, and one study found that programmers using 
AI tools wrote less secure code than those who did not.189 The study also found that the use 
of AI tools created a false sense of security among developers. 190  
 
Furthermore, due to the inherent risk of hallucinations and biases in AI systems, generated 
code may produce false outputs that are difficult to detect and have negative impacts on 
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business functions such as reduced profitability.vi  
 
The use of AI in software development might also lead to the unintentional dissemination of 
source code which contains privacy risks. In one recent example, an engineer tried to send a 
source code snippet to ChatGPT that inadvertently included an API key that provided access 
to online services or applications. 191  Though the issue was detected, this issue raises 
questions for software developers uploading code with access to sensitive information.  
 
Currently, not all companies utilizing AI for business applications have sufficient security 
systems to detect, block, or remediate unintended data leakage although such leakage is a 
significant business risk.192   Another case includes unintentional data leakage at Samsung 
after engineers accidentally leaked internal source code to ChatGPT.193 The input contained 
the source code of software responsible for the company’s semiconductor equipment. 194 Due 
to concerns that data entered into platforms like ChatGPT cannot be retrieved or deleted, 
potentially disclosing intellectual property to unauthorized users, Samsung banned employee 
use of generative AI tools.  
 
b. Legal Risks and Insider Threats 
 

The widespread adoption of generative AI raises questions about intellectual property, legal 
risks, and compliance with new regulations. McKinsey’s survey revealed that just 21% of 
respondents had established policies governing employees’ use of generative AI tools in their 
work.195 Companies adopting generative AI may face the following legal risks and challenges: 
 

• Exposure of sensitive data: Employees risk inadvertently exposing confidential trade 
secrets and sensitive data such as Personal Identifiable Information (PII) by inputting 
data into generative AI tools.196  
 

• Business liability for deliberate IP infringement: Use of unlicensed material in training 
data can create unauthorized derivate works beyond fair use.197 

 

• Accountability for mistakes caused by AI: It is unclear who is responsible if an 
employee or business makes a mistake due to AI. Failure to properly handle and 
safeguard data can result in fines and reputational damage. 
 

• Code ownership: If a business uses an existing AI model to write an application, there 
are questions over whether the original programmer still has ownership. In the US, 
the application of copyright laws to AI-generated code is currently unclear. 

 
Despite common principles guiding AI regulation, the actual implementation and specific 
wording differ by regulator and region. AI regulation is still relatively new and subject to 
frequent updates, posing a challenge for long-term AI strategies in compliance with 
regulations. Differing AI regulations across regions can cause risks and confusion of non-
compliance for developers of AI tools and other multinational companies using them. The 

 
vi A chief architect shared in his interview that hallucinations may be the biggest AI-induced business risk. In ML, 

a similar problem called a false positive occurred, and no concrete solutions were found.  



40 
 

following table outlines some of the key regulations and frameworks influencing businesses 
developing and deploying generative AI tools. Businesses and enterprises can base their own 
internal policies on the following frameworks and look to the regulations below as guidance 
in AI tool implementation and compliance.  
 

Table 5: Overview of recent AI regulation impacting businesses. 198 

Regulation Implementation 
date 

Description 

European Union (EU) 
proposed AI Act 

Early 2025 
(approved in March 
2024) 

• Stringent rules governing high-risk AI systems, 
transparency, and data governance measures. 

• The latest draft bans the bulk scraping of facial images 
to build databases, social scoring, and emotion 
recognition in the workplace. 

• Financial penalties for non-compliance, of up to 7% of 
annual global revenues. 

• Though the act’s jurisdiction is limited to the EU, it will 
have extraterritorial impacts given its applicability to all 
entities with operations in the EU. 

• Prior to the law coming into effect, the EU is asking 
companies to voluntarily commit to adhering to key 
parts of the Act by signing an AI Pact. 

Biden Administration’s 
Executive Order (EO) 
on AI 

October 2023 • Establishes standards, tools, and tests to ensure the 
safety, security, and trustworthiness of AI systems. 

• Mandates that developers of the most advanced AI 
systems disclose their safety test outcomes and other 
vital information to the US government. 

NIST AI Risk 
Management 
Framework (AI RMF) 

January 2023 • Designed for voluntary use.  

• Aimed at enhancing the capability to integrate 
trustworthiness considerations into the design, 
development, use, and evaluation of AI products, 
services, and systems. 

UK’s Principles-based 
Regulatory Framework 

March 2023 • Outlines “proportionate” rules for different sectors’ use 
of AI. 

• Provides cross-sector principles including safety, 
security, transparency, fairness accountability, and 
governance. 

• New standards to support regulators such as investing in 
the AI Standards Hub. 

G7 Hiroshima Process October 2023 • The Hiroshima AI Process Comprehensive Policy 
Framework was established, including guiding principles 
and code of conduct aimed at promoting safe, secure, 
and trustworthy AI systems. 

 
The use of generative AI by businesses also introduces enhanced insider risks—both 
intentional and unintentional—including new mechanisms for the deliberate leaking or theft 
of sensitive information, as well as novel risks including data poisoning attacks which can 
create false outputs (as discussed in Section 4.B.) 
 
Experts are concerned that employees may not be adhering to generative AI policies in place, 
leaving the potential for intentional or unintentional data leakage.199 One study found that 
over half of generative AI inputs in a sample contained sensitive or personally identifiable 
information.200 Another survey on data exposure reports that while most companies (99%) 
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have data protection solutions in place, these solutions are not mitigating data loss from 
insiders, particularly as a result of generative AI tools.201 The insider threat raises concerns 
about the swift advancement and adoption of generative AI technologies outpacing 
organizations’ efforts to update security policies and train employees on data exposure risks. 
 
Another concern is the theft of sensitive information related to an organization’s AI systems 
or usage. In early March 2024, a former software engineer at Google was charged with 
stealing AI trade secrets while secretly working with two companies based in China.202 As AI 
becomes an increasingly contested space, US government officials have raised concerns about 
how foreign adversaries could harness AI technologies to negatively impact the US. 203 
 
c. Insufficient Oversight and Testing Procedures 

 

Generative AI tools have changed traditional software development processes, which involve 
human oversight at each stage to ensure that each line of code adheres to established security 
protocols. With AI-generated code, oversight becomes increasingly difficult due to the 
increased speed of generation and human reliance and dependency on AI as a superior form 
of technology. If undetected, vulnerabilities can expose sensitive customer or proprietary 
data, risking a large-scale security breach.  
 
The issue of benchmarking vii  highlights the challenges faced by businesses adopting 
generative AI tools, particularly those developing their own chatbots or virtual assistants. The 
process of benchmarking, while essential for evaluating the performance of AI models, may 
inadvertently introduce biases based on the selection of datasets and evaluation metrics. 
Thus, the fairness of comparisons between different systems may not be reliable. 
Benchmarking also requires significant resources, including extensive computational power 
and substantial time investments, which may pose challenges for organizations.  
 
Currently, AI models are not judged according to unified standards, though there are 
increasing attempts to do so. A common benchmarking method is the massive multitask 
language understanding (MMLU) in which there is a bank of questions and answers to test an 
AI model on a wide range of tasks. Benchmarking gets complex, and a weakness of the test is 
that an LLM can be taught to beat the test. Thus, the benchmarks do not accurately assess 
how capable language models are at applying the knowledge they learn across different 
domains. As AI development rapidly progresses, benchmarking efforts also risk being 
outpaced by the evolving capabilities of these systems.204  
 
Another popular approach is the head-to-head comparisons model. A human user interacts 
with two models at once, asks the same question, receives the two responses, and rates which 
response is better. This approach is an improvement because the model can’t be taught to 
beat the test, but it is also a weak approach because it is dependent on the human user—
complex, programming, or reasoning tasks can’t be tested with this approach.205  Further, 

 
vii In the context of AI, benchmarking refers to “the process of comparing the performance of different AI models 
or systems using a predefined set of metrics, which enables organizations and researchers to determine the 
most effective and efficient approaches. Benchmarking plays a key role in refining AI algorithms, improving 
accuracy, and enhancing the overall functionality of AI systems.” Taken from: Lark Editorial Team, 
‘Benchmarking’. 
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research has found that language models that tend to perform better on fairness benchmarks 
have worse gender bias.206  
 
5. Risks and Impacts  
 

Businesses adopting generative AI tools face various risks such as operation disruptions, 

financial losses, reputational damage, and regulatory noncompliance. The table below 

outlines the potential risks of businesses' use and misuse of AI systems and their impact.  

 
Table 6: Summary of Risks Facing Businesses Adopting Generative AI Systems. 

 
Risk Description Impact 

Use of pre-trained 
models that are 
used directly or 
tailored to new 
datasets 

• External attacks on the tailored models can 
compromise the model, causing it to generate 
incorrect outputs or leak data.207 

Operational Disruption, 
Reputational Damage, 
Financial Losses, 
Regulatory 
Noncompliance  

Inadvertent data 
leakage and theft of 
trade secrets 

• Security policies for employees’ use of 
generative AI are typically implemented on a 
domain-by-domain basis, posing challenges 
for implementing security policies on an 
overall domain.208  

Operational Disruption,  
Reputational Damage, 
Regulatory 
Noncompliance  

Financial firms rely 
on generative AI for 
risk modeling and 
financial advice 

• Potential data poisoning attacks 
compromising risk assessment models or 
providing inaccurate advice to shareholdersviii 

Operational Disruption, 
Reputational Damage, 
Financial Losses 

Inherent 
vulnerabilities in AI 
systems (biases, 
incomplete testing) 
 

• Undetected flaws resulting in false outputs or 
user data exposure. 

• Growing reliance on existing platforms like 
ChatGPT for business increases this risk. 

Reputational Damage, 
Financial Losses 

Companies using 
generative AI 
customer service 
tools 

• Risk of violating consumer protection laws 
through poor implementation of generative 
AI tools. 

• Chatbots producing biased language. 

Reputational Damage, 
Regulatory 
Noncompliance 

Insufficient or 
unenforced 
generative AI-
related policies 

• Organizations delaying action until 
regulations are finalized. 

• Lack of prioritization in AI governance and 
organizational models could lead to the 
urgent need for remediation later due to 
regulatory changes, data breaches, or 
cyberattacks. 

Regulatory Non-
Compliance, Operational 
Disruption  

  

 
viii Financial firms are beginning to adopt AI tools into its services and has already began using AI tools to develop 
credit risk models, assessments, and reports. Source: https://www.mckinsey.com/capabilities/risk-and-
resilience/our-insights/how-generative-ai-can-help-banks-manage-risk-and-compliance 

https://www.mckinsey.com/capabilities/risk-and-resilience/our-insights/how-generative-ai-can-help-banks-manage-risk-and-compliance
https://www.mckinsey.com/capabilities/risk-and-resilience/our-insights/how-generative-ai-can-help-banks-manage-risk-and-compliance
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V. Analysis and Key Findings 
 
The following section presents analysis and key findings from the literature review as well as 
interviews with subject matter experts around cyber risks created by AI adoption and 
mitigation techniques.  
 

1. Analysis of Research 
 

Generative AI has broken out into the public consciousness, intensifying existing challenges 

and unveiling new risks for individuals, businesses, and society more broadly. 

As industry continues to drive AI technology evolution, widespread adoption will be seen 
across society and especially in the technology sector. Individuals will be confronted with 
heightened privacy concerns to increasing deception due to AI-enhanced social engineering 
attacks. Businesses will also navigate various risks from the concentration of sensitive 
information into AI databases, heightening the potential for internal and external attacks, 
misapplication of AI systems, and regulatory noncompliance. These developments will have 
wide-reaching societal impacts, including AI-driven disinformation campaigns, pervasive 
ethical dilemmas, and enhanced cybersecurity challenges from the increasing use of AI tools 
by all sectors.  
 
Generative AI acts as a force multiplier for cyberattacks, advancing existing TTPs.  
The democratization of AI advances the speed and scale of traditional cyberattacks, 
potentially surpassing defenders' ability to adapt and respond effectively. The ability to 
harness AI capabilities will differ among different threat actors, with more sophisticated uses 
of AI enhancements limited to threat actors with significant resources and expertise. Over the 
next two years, the threat will arise from the evolution and enhancement of existing TTPs.209 
Overall, threat actors are accelerating their business such as spear phishing campaigns with 
AI tools.  
 
The democratization of AI has led to shifts in the cybercrime landscape.  
Ransomware actors and other threat actors are already leveraging AI to enhance the 
efficiency and effectiveness of various cyber operations. However, AI lowers the barrier to 
entry for cybercriminals, allowing for personalized phishing campaigns, enhanced 
information-gathering, and more sophisticated malware generation. This trend follows 
growing concern that malicious AI models and jailbreaks are driving an exponential growth in 
phishing, given the speed at which AI allows cybercriminals to launch sophisticated attacks.  
 
Generative AI tools are reshaping the landscape of disinformation.  
Authoritarian governments are using AI as force multipliers for censorship, controlling tools, 
and platforms to manipulate information spread. As generative AI tools become more 
accessible, governments worldwide are likely to reinforce existing information controls, 
posing challenges to the free flow of information. The proliferation of deepfake videos 
exacerbates the normalization of disinformation, eroding trust in institutions and democratic 
processes over time. Governments and social media platforms face the challenge of 
countering falsified information while preserving principles of free speech and civil liberties. 
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Generative AI enables new types of cybercrime presenting challenges to mitigation efforts.  
Instances of deepfake pornography have surged, driven by accessible AI image diffusion 
models. The promotion and sale of these services on social media platforms are raising 
concerns about online harm, including targeted harassment and extortion.  
 
Inherent AI biases pose a significant threat to social infrastructure AI systems. 
Biases inherent in training data are particularly concerning as failures can reinforce 
stereotypes and perpetuate discriminatory narratives. These AI vulnerabilities may lead to 
biased content generation or decision-making, raising ethical concerns regarding the 
perpetuation of existing discrimination.  
 
Data poisoning attacks can alter decision-making processes, with severe consequences for 
critical infrastructure.   
In the future, data poisoning threatens the reliability of critical AI systems, particularly in areas 
like the military, healthcare, criminal justice, housing, employment, and autonomous vehicles. 
Such risks could result in false outputs that inadvertently escalate crises, perpetuate biases, 
or lead to physical harm. Protecting AI tools against data poisoning remains a key concern to 
ensure the reliability and safety of critical systems.  
 
The proliferation of AI tools is expected to intensify global espionage and mass surveillance.  
Generative AI tools provide the ability to collect and synthesize data on a much larger scale 
than before, posing a serious national security risk. AI tools may allow authoritarian states to 
bolster their rule through advanced video surveillance technologies that facilitate the 
monitoring and tracking of individuals in public spaces, offering governments comprehensive 
profiles based on online activities and physical movements. 
 
The integration of AI systems into military operations introduces novel risks, including 
implications for the use of AI for military decision-making.  
Insecure or inadequately trained AI systems used in military decision-making may inject 
incorrect information into critical processes. Governments are integrating AI systems to 
enhance military decision-making and gain insights into adversaries' intentions and 
capabilities. However, this reliance introduces a new level of uncertainty, making these 
systems vulnerable to data poisoning attacks and both intentional and unintentional failures. 
 
Non-state actors are increasingly leveraging AI tools to spread terrorist propaganda. 
Terrorist Violent Extremists (TVEs) are increasingly exploring the use of generative images and 
videos to create synthetic content and evade content moderation efforts. More advanced 
uses, such as for operational planning, have not yet been seen but may pose a threat in the 
future as TVEs adapt to emerging technologies.   
 
The inherent vulnerabilities of AI systems expose organizations to risks of reputational 
damage and regulatory noncompliance.  
Undetected vulnerabilities—such as the risk of hallucinations or poor training/foundational 
data—can lead to the generation of false information or expose user data, especially as 
organizations increasingly rely on AI platforms like ChatGPT for critical business functions. 
Organizations face the challenge of ensuring compliance with evolving regulatory landscapes, 
creating business, legal, and reputational risks.  
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2. Key Findings from Expert Interviews 
 
Ten expert interviews with individuals of various backgrounds—public and private sectors, 
engineering, legal, cybersecurity risk, academia, and more—were conducted to further enrich 
the analysis of this report. While the interview inserts can be found in section 6 of this report, 
this section summarizes the key findings. 
 
Expert opinions vary on what the greatest AI-enabled business or cybersecurity risk is.  
The risks that were mentioned include AI hallucinations and the lack of a solution, AI models 
regurgitating sensitive information, overdependency on AI, the force multiplying effect of 
LLMs and the lowering of the barrier to entry for novice hackers, uncertainty around AI 
opportunities and risks, and AI models lacking model “robustness” that fails to account for 
edge cases. However, there is more of an agreement regarding the most immediate and 
obvious AI-enabled cyberthreat: AI-enabled social engineering/phishing and disinformation 
campaigns. There is also a disagreement on what the greatest threat of LLMs is: some experts 
believe that the business risk due to insecure code generation by LLMs is understated while 
others worry about the potential generation of stealthy malware by LLMs. 
 
The democratization of AI has been the leading cause of significant increase in AI usage. 
AI technology has been slowly evolving for years, and the science and engineering community 
has been monitoring the progress. AI seems to have developed rapidly in the last couple of 
years because companies have been able to make AI accessible, understandable, and usable 
to the everyday user (i.e., Chat GPT gives the average person a way to interact with AI and 
use AI) 
 
There is no one sector that is the most vulnerable now due to AI evolution. 
All sectors have been victims of cyberattacks with governments increasingly concerned with 
cyberattacks against critical infrastructure for the widespread impact of such attacks. AI is a 
tool that enhances cyberattacks and business risks, and all sectors that use digital systems will 
experience enhanced risks.  
 
AI framework and regulations are emerging. 
Experts agree that the notable AI regulations thus far have been US President Biden’s 
Executive Order 14110 on AI that framed the issue, the European Union’s AI Act, and the US 
Office of Science and Technology Policy (OSTP)’s AI Bill of Rights. Experts also highlighted that 
companies are entering into a voluntary commitment to a safer and more secure 
development of AI technology such as the Content Authenticity Initiative and the Coalition 
for Content Provenance and Authenticity. Some experts believe that eventually, regulations 
in the AI space will be distilled down to a couple of general best practices or regulations. 
 
Combatting AI-enabled disinformation will require efforts at the individual, technological, 
organizational, political, and international levels. 
AI has been trained to be convincing, not necessarily correct, and can help reinforce extremist 
ideas. AI-enabled disinformation will impact the elections in 2024 even though there may not 
be a disastrous outcome or impact as feared by the public. Thus, ways to combat 
disinformation have been heavily discussed. At the individual level, public awareness of AI-
generated fake content is the key to combating disinformation. At the technological level, 

https://www.whitehouse.gov/wp-content/uploads/2022/10/Blueprint-for-an-AI-Bill-of-Rights.pdf
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there are emerging ways to distinguish AI-generated content from the real by encrypting real 
content—German company Leica created a camera that encrypts real images. At the 
organizational and political level, irresponsible use of AI—especially in the news and media 
sector—will have to be regulated. Adobe is also leading an initiative to get the industry to 
mark AI-generated content. Having regulations on requiring AI-generated content to be 
marked, however, has sparked conversations on its utility and enforceability. Internationally, 
like-minded states need to create and abide by ethical standards aimed at combatting 
disinformation.  
 
State-sponsored actors are already using AI tools. 
Reports and experts alike have announced that state-sponsored threat actors are already 
using AI tools to help espionage and spear phishing attacks as well as help research 
vulnerabilities. Australia is currently undergoing its version of the US Shields Up campaign in 
preparation for a potential Taiwan Strait conflict and is preparing for Chinese actors to use AI-
enabled disruptive attacks. Furthermore, state-sponsored actors have the resources to invest 
in the R&D of ML or reinforcement learning to conduct cyber operations. The use of AI tools 
will expand as R&D continues. Thus, governments and companies need to invest in AI now to 
test AI agents and algorithms in testing environments with guardrails and begin developing 
AI-enabled defenses.  
 
AI technology continues to evolve rapidly. 
Benchmarking for LLMs has been difficult because the benchmarking methods get beaten and 
outdated too quickly against rapidly evolving LLMs. On the other hand, specific security 
solutions such as AI firewalls or ways to prevent the AI model from seeing PII are starting to 
develop.  
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3. AI Threat and Risk Chart 
 

In concluding this report, the following table summarizes the current threat landscape due to 
AI and is based on a literature review and surveys. The table attempts to categorize the types 
of threats arising from the increasing adoption of AI, as well as the impacted sectors or entities, 
and estimate the timeline of risk and threat level. 
 

Table 7: Summary of AI Threats and Risk Chart. 
 

 
ix Immediate refers to happening currently or in the next couple of years. Medium-term refers to the next 3-5 
years. Long-term refers to the next 5-10 years. 

Threat Risk Impacted 
sector/entity/etc.  

Timelineix Impact  

AI-enhanced 
traditional 
cyberattacks 

Force multiplier for disruptive 
attacks 

All sectors but critical 
infrastructure may be 
impacted greatly 

Medium-
term 

High 

Increased capabilities, 
sophistication, and efficiency of 
cybercriminals in ransomware and 
cryptocurrency-related 
cyberattacks; lowered barrier to 
entry 

Individuals and 
industries, especially 
ransomware-prone 
industries such as health 
care, financial, and 
hospitality sectors 

Medium 
term 

High  

Lowered barrier to entry for social 
engineering; increased efficiency 
and speed in spear phishing 

Individuals, industries, 
governments, academia, 
news organizations, 
critical infrastructure 

Immediate  High  

AI-enabled 
disinformation 
 

Domestic Disinformation: 
increased censorship, targeting of 
vulnerable groups, spread of 
authoritarian digital norms 

Particularly individuals 
and minorities in 
authoritarian nations, 
democracy, freedom of 
speech 

Immediate Medium  

State-sponsored disinformation 
campaigns: polarization of 
societies, erosion of trust in 
institutions, degrading of 
democracy 

Individuals, democratic 
governments, electoral 
process Democratic  
 

Immediate Medium 

Promotion of crime and 
discrimination: new class of crime 
such as deepfake pornography and 
stock market manipulation 

Individuals, finance 
industry, black market, 
private sector widely  

Medium 
term 

Medium  

Election Obstruction: online 
censorship, disinformation 

Individuals, freedom of 
speech, democratic 
nations, electoral 
process 

Immediate Medium-
High 

AI-Enabled 
disruption or 
maloperation 
of systems 

Data poisoning: false outputs 
leading to bad decision-making, 
discrimination, disruption 

Critical infrastructure, 
social infrastructure, 
justice system, others 

Medium 
term 

High  

Inherent biases and vulnerabilities: 
reinforce stereotypes, biased 
content generation and decision-
making 

Individuals, businesses, 
governments 

Immediate Medium 

Intentional and unintentional 
failures: operational disruption 

Critical infrastructure, 
social infrastructure, 

Immediate Medium-
High 



48 
 

  

and false outputs justice system, multiple 
industries 

AI-enabled 
national 
security 
threats 
 
 

Military applications: potential 
autonomous weapon systems, 
military decision making leading to 
ethical concerns 

Defense sector, 
governments 

Long term210 High 

AI race: deployment of AI systems 
with unproven reliability, risk of 
escalation 

Governments, defense 
sector, industry 

Long term High 

Espionage and Mass Surveillance: 
higher scale and speed, erroneous 
uses by the private sector 

Public and private 
sector, individuals, 
privacy  

Medium 
term 

Medium 

Terrorism: dissemination of 
propaganda, assist with terrorist 
plans 

Social media companies, 
individuals, 
governments 

Medium 
term 

Low 

Bioterrorism: development of 
novel pathogens, efficient 
information gathering 

Individuals, healthcare, 
and pharmaceutical 
sectors 

Long term Low 

Business risks 
due to misuse 
of generative 
AI 
 

Vulnerable code generation and 
dissemination (can be due to 
insufficient oversight and testing): 
data leakage, reputational 
damage, regulatory 
noncompliance, financial losses, 
operational disruption 

Businesses, consumers, 
employees, privacy  

Immediate Medium  

Legal risks and insider threats: 
data leakage, trade secret theft, 
noncompliance, financial penalties 

Legal system, privacy, 
businesses, individuals 

Immediate Medium 
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6. Expert Interviews 
 

1. Chief Architect 1 
 
How is AI increasing the risk and impacts of traditional cyberattacks such as ransomware, 
social engineering, and disruptive attacks? 
 
I don’t think that attackers are fully exploring the full potential of AI yet. They are just starting 
to use AI tools, and there was a recent Microsoft article on how specific actor groups are using 
generative AI. Attackers can use fairly simple techniques to get into target systems right now, 
so there is no reason to fully utilize AI yet: the defenses have not caught up to the point where 
adversaries can’t make money or achieve their objective without using AI. As defenses get 
better, attacks will start using this underutilized toolset—generative AI will allow for a very 
high scale version of what humans can do in a cyberattack or campaign. Adversaries are using 
a couple of tools and sending out phishing emails right now, but employing AI will be the 
equivalent of thousands of attackers working concurrently. A thousand concurrent workers 
trying a bunch of tactics to see what works would be going beyond what the human is limited 
to. So, AI’s risk and impact are about scaling to refine human tradecraft and automating it.  
 
How can businesses and organizations improve their defenses against potential AI-enabled 
attacks? 
 
A key point about AI is that the stronger the weapon you make, you can simultaneously make 
a defense system for that exact weapon; this doesn’t necessarily work in physical warfare. 
With AI, there are techniques that developers can take from adversarial systems and build a 
defensive system that is just as good. I expect to see a bigger investment in simulations and 
systems to test their AI defense systems. Organizations can build an AI weapon and use it to 
primarily train and improve the defense system. I have not seen this on a large scale just yet 
because it is a hard problem. It is one thing to generate a phishing email with Chat GPT, but 
it is another thing to make it scalable and do it well. People have been thinking about AI 
businesses and product models for a long time, but entire SOC environments will have to 
fundamentally change because attack surfaces are only getting more complicated. There just 
aren’t companies making defense systems for this completely new environment yet. There 
are companies like Horizon 3AI doing AI-driven red teaming, but we have not seen anything 
mind-blowing yet. 
 
How and why has generative AI developed so quickly in the last two years? 
 
From a technical standpoint, language models and even LLMs have existed for a while. The 
real breakthrough was not one thing like GPT. GPT founded its development on multiple 
things, including a research paper from Google. The real breakthrough was from people 
figuring out how to scale the model to the scale of the internet. Earlier, we didn’t have the 
computability or the ability to collect the amount of necessary data to be able to learn on the 
collective intelligence on the entire web. Once the models were able to digest large data sets, 
we started seeing emergent behavior—behaviors from the system or model that we did not 
explicitly teach—such as generative AI’s ability to reassemble code well. So, the scalability 
was one reason. 
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Another factor was making AI accessible, understandable, and available to the average user. 
It’s interesting that GPT3 which was released like three years ago did 96% of what Chat GPT 
does now. The science and engineering communities were amazed, but the technology was 
confined to that community because it was an API-centric tool and made for developers. Chat 
GPT brought the technology to the everyday user, marketed it well, and reached a wide 
audience. Image generation was on a different track but underwent a similar transition at a 
similar time. For example, Mid Journey scaled taking all the images of the web to generate a 
new image and made the tool pragmatic. 
 
What is the biggest business risk due to AI usage? 
 
There is no known solution to solve hallucinations. In classical machine learning, we had this 
problem as well but called it a false positive. For some reason, intelligent models went off the 
rails in obvious cases, and we couldn’t fix it. It’s even more complicated now because the 
models are larger, more complicated, and harder to understand.  
 
Another risk is information leaks. We already see examples of people crafting prompts and 
inputs that trigger the model to leak information. It’s dangerous because often, an 
organization doesn’t even know all the data going into these AI models. PII or even core IP 
gets regurgitated by models even though they aren’t supposed to release that information—
the knowledge is baked in the model and should not be shared. 
 
Have you seen any AI specific security solutions or defenses arising in reaction to the 
security threat posed by AI usage? 
 
We are already seeing companies and startups focus on making AI firewalls, for example, to 
block some data from getting leaked by AI systems and models. There’s also work being done 
on how to stop PII from even entering a model or to prevent the model from ever seeing the 
PII—this would be work on the AI infrastructure side.  
 
Do you think labeling AI-generated content is an effective method to prevent AI-enabled 
disinformation campaigns? 
 
Deep fakes and generative AI generated personas will take off this year with the US 
presidential election. We don’t really know what the complete attack surface looks like. I don’t 
think that labeling AI-generated content is enforceable, and the inability to keep it consistent 
will create more of a problem because it creates a sense of false security. However, Facebook, 
for example, already marks content that it believes to be AI-generated. Facebook was 
naturally incentivized to do this because there is a business risk if the company’s news feed is 
just full of fake content. These natural incentives in the system will help mark AI-generated 
content, but I don’t see a great way to enforce this in a legal or policy framework. 
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2. Public and Private Sector Expert 1 
 

What has changed the most in the last two years in terms of AI? 
 
What has changed the most is that people are a lot more desensitized to AI to the point of AI 
becoming common and accessible to the point of a job hunter using AI to write cover letters 
and thank you notes and to the point of everyone talking about ChatGPT. People now see AI 
as a tool with practical applications—such as job hunting—and creative applications. 
 
How has the development of AI changed the international power dynamics? 
 
With the development of AI, the US has taken a globally dominant position in the discussion. 
People have and do talk about the China threat in terms of AI with exfiltrated US research and 
development, but when you look at who is creating the products and innovating AI technology, 
it’s the US. In the marketplace, US-made AI products have taken over, and the US is leading 
the AI revolution. 
 
What is an increasing concern regarding AI? 
 
A common concern is AI governance. There are lot of soft power discussions that are delaying 
the evolution of AI. Starting the latter half of 2023, the federal government has been trying 
to look for governance models that work across multiple fields in AI. NIST has taken a strong 
position in trying to create a risk management framework related to AI as well.  
 
We are also at an interesting point now where we need to determine where the line between 
what a human does and what AI does is. If people are now using AI to write cover letters and 
thank you notes, does an employer even need to request a cover letter now? Is this a 
performance exercise that should stop? 
 
Combining these two thoughts, there are a lot of discussions, talks, and white papers on what 
frameworks we should have and what AI controls should minimize. I think we will eventually 
settle on two or three broad frameworks, like the ones in the cybersecurity realm—we will 
need to resist the urge to think that one size will fit all. People in this space will come to realize 
that they need to adhere to or at least acknowledge the frameworks to become legitimate in 
the environment. There needs to be an ethical standard for AI use, and we will probably need 
to keep humans involved in the decision and evaluation points even if humans use AI to tee 
up the decisions and evaluations for discussion. For example, is using AI to determine which 
intelligence operations to run, how to minimize economic threat, and which technologies to 
invest in where we should be applying AI? 
 
On the creative side, there have been evolving conversations and tensions with creators and 
those who are using AI to generate creation—such as lawsuits regarding what is included in 
an AI database to create imagery or video. There will eventually be limits and questions on 
what we use machines for versus what we use humans for. Again, drawing that line will be 
the next important phase.  
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Another concern is the media over-fixating on AI-generated distractions. Mal-intentioned 
actors will use AI to foment distraction, and are we as a population, and news media 
organizations, being responsible for what we choose to cover? This makes furthering 
knowledge and awareness important as well as ethical standards of and training for 
journalistic integrity, not just sensationalism, important.  
 
Why are people and societies wary of AI evolution? 
 
There is a huge resistance to leveraging AI technology because of fear: fear of people trained 
on older models and fear of having AI machines make certain determinations. I have heard 
before that AI is trained on models to be convincing, not correct. I think that is the crux of 
why we have resistance and the reason why we have people gravitating towards AI 
technology. AI is going to continue becoming positively integrated into our societies and 
systems, but in order to be more broadly integrated, we are going to need to have an 
expectation of AI being correct, not just convincing.  
 
In reality, AI has not been making the sky come crashing down. Over the Pakistani election, a 
Pakistani leader who was imprisoned used an AI generated message to provide rousing 
political rhetoric to his constituency and to prevent a military overthrow or a compromised 
judiciary. Having proxies use AI to create political messaging led to a motivated voting 
populace despite military rule that imprisoned and disposed a leader before re-election. I 
think this makes for a great story. AI didn’t break the system nor drastically shift the 
conversation/electoral outcome. I think two years ago, people were worried that AI would 
break the democratic process; this story shows that maybe, AI is just the new speechwriter. 
 
How can we as a society push for the expectation of AI being correct and not just 
convincing? In other words, how do we combat disinformation? 
 
With consumer demand and wider application of AI, I believe that the correctness of AI will 
be necessitated.  We will always have a margin of error, but in some spaces, we don’t have a 
lot of wiggle room. Calibrating what an acceptable margin of error is will be something that 
will be determined by different sectors.  
 
There is no fool-proof way to detect disinformation although Adobe and other companies are 
already creating marking technology to flag the real content or to label and tag real content 
based on a technical threshold. Various companies are joining consortiums to commit to 
labeling things that are AI-generated. I think it will also depend on regulating the news media 
industry to have healthy and balanced reporting from trusted news sources. There is also a 
role for the K-12 education system. Especially after the COVID-19 pandemic, our students are 
taught about cyber bullying, cybersecurity, and password protection. We should add AI to 
such education to teach our future workforce when leveraging AI is okay and when it is not. 
It will be like applying the NIST framework for the education system and professional 
workforce. 
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3. Public and Private Sector Expert 2 
 
How is AI increasing the risks and impacts of disruptive attacks? 
 
Generative AI lowers the cost of entry for disruptive attacks. Script kiddies have easy access 
to the internet, and now there is a new volume of disruptive attacks. There is a higher level 
of aptitude since AI crowd sources understanding and best practices for penetration into 
networks. There is also an automated process with AI rapidly identifying vulnerabilities and 
directing hackers to the vulnerability. Before, there would be a vulnerability, and a company 
would have a few days to patch it before someone finds the vulnerability. Now, the 
vulnerability is found within seconds. 
 
The impact of such disruptive attacks is much greater now as well. There is increased 
situational awareness and contextualization of networks—hackers know more about the 
network. For the defender or the network owner, it will come down to “can I manipulate an 
adversary into thinking that they know the true context or situation of the network”? AI 
enables this cat and mouse game in which defenders will have to create more noise in the 
network activity to create obfuscation and confuse the attacker: As much as hackers feel like 
they have better context and understanding of attack vectors, they are confined into 
weaknesses of current algorithms and network owners’ manipulations of the network.  
 
On the other hand, we can now see prompt engineering as the first indications of AI-enhanced 
disruptive cyberattacks. We can build defense mechanisms against this indication and sell the 
mechanisms to better position defenses. There is a lot of experimentation and testing being 
done which creates footprints for us to use to identify APTs and understand their risks. 
 
What are the greatest risks and threats posed by the (mis)use of AI systems in the defense 
sector? 
 
Everyone has to get comfortable with the highly automated, but the fear of AI usage and error 
keeps the government supporting a “human in the loop”. For cyber and hypersonic defenses, 
the human in the loop is nonsensical, and in fact, the human gap is a vulnerability. We need 
to fully automate, lean forward, create AI defensive shields, and track and mitigate actors 
before they come into our domains. Of course, the attacker will have the same AI advantage, 
and this will be abused. It’s a matter of who can understand and control the AI systems and 
models as well as who gets the policy—such as the Department of Defense (DoD) policy about 
automated weapons system—behind it. We must explore the boundaries of AI to fully 
appreciate AI, and we are getting better at it. The volume of threat coming at us due to AI is 
already beyond human scale, so we need to work hard to implement AI systems as well while 
following the DoD principles. It is not a time for fear, but a time for solid academic and 
professional tradecraft with guardrails.  
 
How can we begin pushing this boundary around AI systems and be more aggressive with 
testing and innovation? 
 
First, is to test AI with guardrails in a confined environment. If the AI agent works well in that 
environment, then the AI agent can be further tested or employed. We are reaching a level 

https://www.defense.gov/News/Releases/Release/Article/2091996/dod-adopts-ethical-principles-for-artificial-intelligence/
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of higher computation where we need AI watching AI watching AI in testing/experimentation, 
and this process will help build confidence. This is building and honing tradecraft responsibly. 
 
We can also use simulation environments to put AI agents against other AI agents, use high 
fidelity metrics, and take out agents that are moving towards lower accuracy. There should 
be crosschecking at every step of the process and algorithm implementation, and 
computability allows us to do so while having minimum impact to performance.  
 
We can also bring in outside algorithms to join these ensembles, and experimenters can vote 
on which algorithm performed the best under certain scenarios. Algorithms that are moving 
towards being confidently wrong or demonstrating a low accuracy mode, those algorithms 
will get removed and fenced for the rest of the engagement.  
 
All these tests and simulations require investment into creating an environment that allows 
us to pit agents against agents and that produces good data that is translatable to the real 
world. We had a lot of investment in cyber ranges within the last few decades; we now need 
a lot of investment on AI for proving ground, and the government has an opportunity to invest 
in that. Then, there needs to be a grading criterion. The strength of having an ensemble of 
algorithms is to be able to gain the understanding of the weakest link in the algorithm. Then, 
we can set up guardrails there. However, to gain this understanding, we need investment; we 
need to convince the US government that AI is ready. 
 
What are some potential risks in deploying AI to decision making or military operations? 
 
Generative AI is designed to be confident even with flaws. We should build our trust in AI, but 
at what point does that trust become dependency. Once we become dependent on the 
machine’s answers without challenging the answers, the value curve of AI begins to go 
downhill. We cannot give up all thinking because we deploy AI. 
 
How are nation state actors using AI? 
 
There was a Guardian article on how the big 4—North Korea, Iran, China, Russia—are using 
Generative AI to observe companies in various sectors like the telecommunication sector.  
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4. National Organization Executive 1 
 
How has AI significantly evolved in the last two years? Which AI-enabled risks have emerged 
due to this? 
 
Most significantly Generative AI has become mainstream which is opening new risks. ChatGPT 
has kicked off a new moment for public use and awareness of LLMs. The mainstreaming of 
generative AI tools happens at the same time as main social media platforms seem to 
disinvest from general safety safeguards, for instance by reducing the size of their Trust and 
Safety team (see for instance Twitter/X for the most acute example of that trend).  
 
What do you see as the most promising way to combat disinformation? Please feel free to 
include examples of specific applications or initiatives. 

Post 2017, a series of interventions and transparency measures have been tested and 
pioneered by platforms to tackle disinformation: they have largely been abandoned or 
disinvested and should be reignited. This includes, for instance, comprehensive databases of 
incidents of foreign interference detected and remediated by platforms. 

What regulations do you see impacting the environment and reducing AI risks? 
 
Content moderation focused regulations, such as the EU Digital Services Act, will have a great 
impact.  
 
Have you seen any AI specific security solutions or defense arise in reaction to the new 
presence of AI threats? 
 
Watermarking has taken the spotlight when discussing solutions, as evidenced by the 
platforms commitments taken this year during the Munich Security Conference (see 
https://blogs.microsoft.com/on-the-issues/2024/02/16/ai-deepfakes-elections-munich-
tech-accord/). I personally think that the deepfake/watermarking focus as a key 
problem/solution space oversimplifies the types of threats we’ll see as a result of the 
mainstreaming of generative AI and constrains the set of innovative solutions we’ll need to 
properly tackle them.  
 
How do you think AI systems assist or enhance terrorist activities? 
 
Much ink has been spilled on how AI will enhance the capabilities of bad actors, and I’m 
grateful to scholars who are reframing the conversation to ensure we can think through the 
marginal risks of these capabilities (see for instance: https://www.aisnakeoil.com/p/on-the-
societal-impact-of-open-foundation). With that in mind, bad actors are likely to benefit from 
the same economies of speed and scale than others when turning to new AI tools to enhance 
their workflows, but I haven’t seen evidence (yet) that harms and risks would be radically 
different.  
 
 

https://blogs.microsoft.com/on-the-issues/2024/02/16/ai-deepfakes-elections-munich-tech-accord/
https://blogs.microsoft.com/on-the-issues/2024/02/16/ai-deepfakes-elections-munich-tech-accord/
https://www.aisnakeoil.com/p/on-the-societal-impact-of-open-foundation
https://www.aisnakeoil.com/p/on-the-societal-impact-of-open-foundation
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5. Financial Sector CSO/CISO 1 
 
What are some of the biggest business risks due to recent AI evolution? 
 
AI and decision-making process comes down to how well the model has been trained and 
what training data set has been incorporated. The biggest business risks are the edge cases 
where the decision or outcome may have not been the intended outcome/expectation. AI 
implementation scales up the way we do business and process at machine speed which leads 
to a larger impact. If AI systems derive the incorrect outcome, the risk to businesses and 
operations will be impactful. A human making a mistake versus a machine making a mistake: 
they lead to drastically different levels of impact. Human mistakes can be negligible while 
machine errors can be rapid and scale quickly. We need to think about the quality of and level 
of confidence in machines to deliver the correct output. Edge cases stress the decision making. 
I call this “model robustness” – how does the model behave with edge cases.x  
 
I don’t think there is much of a human or labor risk since the workforce skill set that businesses 
look for will just change. 
 
How are AI systems deployed in organizations and businesses? How will they be deployed? 
 
AI chat bots have been deployed for a while. ChatGPT is newly available for mass consumption, 
but prior to ChatGPT, AI was embedded into chat services. However, because AI is now 
available for mass consumption, the realms of possibility are endless: AI models no longer 
need large amounts of training data since everyday users provide the data. In the next five 
years, Generative AI will start doing knowledge workers’ work, but knowledge workers will 
have to train models. The more we use AI and input data, the more skillset we will need to 
manage, oversee, and train AI. AI deployment will automate low-level work, make 
organizations more efficient, and shift people’s roles and responsibilities. 
 
What are the greatest risks and threats posed by the (mis)use of AI systems? 
 
Adversaries are using AI to identify vulnerabilities quicker and execute attacks quicker. Now, 
any digital system is more vulnerable, and this is not sector specific. Digital companies are 
struggling to keep up with sophisticated adversaries using AI: the script kiddies have now 
levelled up. From a business perspective, there are new supply chain risks. Supply chains were 
already vulnerable, but with AI, there is a risk of expanded and faster impact.  
 
What regulations do you see impacting the environment and reducing AI risks? 
 
I think the European Union’s (EU) AI Act and the US Executive Order on AI will be the two 
leading regulations that will steer the rest of the globe. Australia is drafting its AI regulation 
already to parallel the two. India is also investing a lot of time into AI regulations. New Zealand 
has a regulatory working group started as well. 
 

 
x Edge cases refers to situations or instances that do not follow norms, patterns, or averages. A financial sector 
CSO/CISO defines model robustness as the ability of an AI model to produce proper outputs for unusual and 
extreme cases. 



57 
 

What part of the world is driving AI innovation? 
 
The US feels like a prominent AI innovator, but there are pockets of innovation elsewhere. 
There is a lot of capability coming from Canada, and the University of Waterloo is recognized 
for its AI research. Australia is developing quickly, and so is the UK. 
 
How does AI increase the impact of disinformation? 
 
People don’t validate information in the news and social media already which has been 
driving division within countries. AI will further enable the extremes since AI will see an 
extreme belief reflected in a campaign or content, train on it, and reinforce it. Fallacies are 
being continually supported which will cause a broader divide. Democracy will not fall apart 
in 2024, but many nations vote in 2024 (India, Russia, US, Korea, Taiwan). Thus, the 
geopolitical risk of a fall out is greater due to the sheer number of elections. People are going 
to vote for governments that are extreme, those extremists will have their own executive 
orders and agenda, and that will challenge democracies. 
 
How are state-sponsored actors using AI? 
 
In the immediate term, they are using AI for disruption or espionage. Disruption is easy, too. 
Australia is already doing something like the US Shields Up Campaign because it expects 
China to move on the One China Policy by 2027. 
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6. Cyber Security Company CEO 1 
 
What are some of the biggest business risks due to the recent changes in AI technology? 
 
I think the biggest business risk is uncertainty. Most executives don’t understand AI nor its 
opportunities and consequences. AI is not sufficiently tested yet, and people are uneducated 
or poorly informed which lead to unpredictable behavior. People need to understand the 
opportunities and potential risks to make business decisions accordingly. We have to 
remember that the explosion in Generative AI is relatively new. People used to have access 
to applications that used AI, but now the common people have access to AI itself: admins, 
developers, office workers, and soccer moms all have access to AI for business and everyday 
tasks. This means that there is a whole new range of things that people can do, and people 
have not been able to make sense of the range yet. 
 
How are AI systems deployed in businesses and organizations? 
 
People have access to Generative AI like ChatGPT. Third parties use AI. Platforms reach out to 
and are embedded with AI. Companies are merging or partnering with AI companies. 
Developers are accessing AI through applications program interfaces (API). These areas are 
all the areas where we need guardrails on AI usage. 
 
What are the greatest risks and threats posed by AI usage in businesses? 
 
The greatest risk is from software developers accessing AI through APIs. Developers use AI-
enabled API for routine work which requires input of data. This also means that the 
developers are spilling out some important information into the cloud, and other AI 
models/systems are now collecting and training on your data. A smaller risk is when workers 
just use AI for tedious tasks. For example, a board secretary uses ChatGPT to proofread third 
quarter earnings the day before the earnings report is released. The secretary has now 
exposed the document to the cloud and AI system which can lead to a premature release of 
the data.  
 
What are potential guardrails/regulations on developers using AI-enabled APIs? 
 
The first step is to understand the problem. OWASP (Open Web Application Security Project) 
and other development organizations are already coming up with best practices for 
developers using AI and LLMs. I believe that the guardrails start with best practices; then the 
vendors will come across and help make the practices into controls that mitigate the risk. 
 
The Biden Executive Order is also good and lays out basic principles well. Executive Orders are 
effective when they raise the right principles and create a new framing of an issue. The 
Executive Order framed the problems of AI well, and it is operational in the sense that it is 
influencing discussions and startups. Regulations will be hard in the AI space because each 
example is so deep, rich, and complex. For example, is sending AI-embedded robots into Gaza 
to find victims a good idea? These questions cannot be answered so easily nor regulated. Thus, 
the best approach will be to have a strong set of principles that allow the AI user to be 
responsible for balancing the good and the bad. 
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One part of the Executive Order that I do not agree with is that American should know if 
something they are using is AI-generated. For example, if Walmart is using an excel 
spreadsheet to develop its earnings report, do we mark that document as “created by excel”? 
No, we do not. In the same way, AI is a tool, and the combination of human and AI generation 
is the right way to go. To say that we must mark all AI-generated content implies that AI is 
worse than a human or the AI user. AI hallucinates and has biases but compared to humans, 
AI can be more correct. We keep comparing AI to perfection and fear that AI falls short of 
perfection; however, we should be comparing AI to humans and use it as a tool. Furthermore, 
I do not think that marking AI-generated content will help people agree on issues as the US is 
polarized already. Labeling AI is going to be meaningless. 
 
The Office of Science and Technology Policy (OSTP) also developed an AI Bill of Rights which 
is also good. 
 

  

about:blank
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7. Cyber Security Company CEO 2 
 
What is the most immediate national security threat you foresee due to AI-enabled attacks? 
 
The immediate national security threat is not confined to one type of attack but is related to 
the force multiplying effect of LLMs. LLMs become a force multiplier that enables fewer 
people with less knowledge to do more badness. We and our sister nations are witnessing 
malicious actors primarily gain access through phishing, and LLMs allow perpetrators to 
create more realistic personas. LLMs bridge the language barrier, help perpetrators target 
victims, and gets precise with spelling, cultural nuances, and grammar. Without AI, 
understanding the cultural nuance and local/regional dialect would take much more time and 
labor. AI creates the propensity for victims to make that faithful click that allows perpetrators 
to get the initial access and to leverage that access to leap through networks and do lateral 
movement. 
 
What are some likely state-sponsored AI threat scenarios? 
 
With North Korea, since it has been trying to generate revenue for its weapons program’s 
R&D as well as deployment, North Korea-related entities will use AI-assisted tradecraft for 
deeper and broader ransomware penetration. With China, since it has been targeting nations 
like the US and Japan that can pose potential threats in the future or that are entities of 
interest for IP theft, Chinese government individuals and contracted entities will use AI to 
enhance their tradecraft, accuracy, and efficiency to extract more information or to better 
preposition—it could preposition malware in a critical infrastructure system for a future 
disruption attack. 
 
What do you see as the most effective mitigations to combat AI-based threats? 
 
There are some basic mitigations such as using two-factor authentication, keeping apps 
updated, and making strong passwords. Everyday users and event governments don’t like 
taking all the necessary steps for cybersecurity hygiene because it’s a hassle and a nuisance. 
Taking these basic steps would push back on AI-enabled malicious actors from gaining 
credentialed access. With AI and supercomputing, guessing passwords is even easier. The 
weakest link is the one with human in the loop now because encryption is so strong, so basic 
cybersecurity hygiene comes down to where human engages the machine.  
 
What do you see as the most promising way to combat disinformation? 
 
Disinformation is an anxiety-inducing category because it creates fictitious synthetic personas 
by synthesizing real voices or images into a model. We already see falsehood being used in 
elections as we saw with China’s attempts in the 2024 Taiwanese presidential election and 
the fake Biden robocall before the New Hampshire primary. So, last fall, like-minded nations 
met in the UK to create ethical standards on AI. But laws only help those who abide by the 
law, and autocratic nations will pick and choose which norms and standards to apply. Because 
of this and even more so, like-minded nations must come together and collaborate to create 
standards and abide by them. International norms on the criminal accountability piece of AI-
generated content are still young, but in progress. In 2016, Russia used fake personas to 
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influence the 2016 US presidential election, and the US pushed backed. By 2018, the troll farm 
in St. Petersburg was dismantled.  
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8. National Security Expert 1 
 
How is AI increasing the risks and impacts of common cyberattacks such as ransomware, 
social engineering, or disruptive attacks? 
 
I think the most obvious increase in impact is with social engineering because AI has been 
allowing actors to imitate voices or audio and faces with images and videos. Imitating a 
specific human seems to be the biggest new risk, and generative AI enhances social 
engineering with audio, video, and image models. AI for face swapping is also very relevant, 
but it is a different branch. Social engineering attacks and use of disinformation, enabled by 
AI, to promote political ends are increasing risks. While we are going to have to continue 
monitoring all threats to models, Generative AI and LLMs will sharpen attacks. People will find 
creative ways to use multipurpose AI tools to make current threats more serious. I am sure 
that new threats that we can’t even predict will also rise. 
 
How has AI significantly evolved in the last two years? 
 
Generative AI has been developing the fastest, and in particular, image generation and 
language generation (LLM). Having interacted with LLMs in the last two years, I have seen the 
types of responses from LLMs improve significantly. The quality of images has also increased 
to be more detailed, realistic, and varying. LLMs are also a problem because benchmarking 
methods can’t keep up with the development of the models. Benchmarks get saturated and 
beaten quickly. 
 
What are some common ways of benchmarking LLMs? 
 
A common benchmarking method is the Massive Multitask Language Understanding (MMLU) 
benchmark. The MMLU has a question bank with template answers, and we test different 
LLMs with the questions to evaluate the answers. A weakness in this benchmarking is that 
you can teach the Large Language Model to the test which is not very demonstrative of the 
model’s actual capabilities. Another popular approach is the head-to-head comparisons 
model. A human user interacts with two models at once, asks the same question, receives the 
two responses, and rates which response is better. This approach is an improvement because 
the model can’t be taught to beat the test, but it is also a weak approach because it is 
dependent on the human user—complex, programming, or reasoning tasks can’t be tested 
with this approach. Benchmarking continues to be an open challenge.  
 
How threatening is AI-enabled disinformation, in your opinion? 
 
Disinformation may not be as much of a problem as we expect. I don’t typically believe that 
deep fakes will destroy the meaning of truth. Society quickly adapted to photoshop, and I do 
think it will adopt to deep fakes as well. Disinformation may be a minor problem in the 2024 
US presidential election, and until we have one or two serious deep fake issues, 
disinformation may not be incredibly impactful. 
 
What do you see as the most effective mitigation to combat AI-enabled disinformation, 
especially disinformation? 
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Awareness for sure. As people get used to AI, AI-enabled threats will get less effective, and 
especially so with social engineering.  
 
Biden’s Executive Order (E.O. 14110) on AI includes instructions for federal agencies to 
authenticate US government-produced content. Over 2023 Summer, seven leading AI 
companies (Amazon, Anthropic, Google, Inflection, Meta, Microsoft, OpenAI) made voluntary 
commitments to a safer and more secure development of AI technology. One development is 
watermarking fake audio and visual content. 
 
There are also rising initiatives such as the Content Authenticity Initiative (CAI) which focus 
on systems to provide context and history for digital media. In particular, the Coalition for 
Content Provenance and Authenticity (C2PA), an initiative led by Adobe, is trying to address 
dis and misinformation by establishing technical standards.  
 
As reliably detecting fake content becomes increasingly difficult, we will probably begin to 
have better systems for tagging real content as well. The most promising method right now is 
embedding something in the hardware to mark a real image. For example, a chip in the 
camera to encrypt real images with a mark. The camera company Leica developed such a 
camera/technology last year—Leica also implemented the C2PA Standard. Over the longer 
term, companies will figure out how to do this with microphones as well to encrypt audio files. 
As this kind of hardware technology is developed, a new mindset will have to come in place: 
they are fake unless proven real. The speed of adoption of this method and mindset will rely 
heavily on hardware companies’ efforts to develop the technology.  

 
What do you think is an increasing AI-enabled threat in the longer term. 
 
None of the initiatives I mentioned apply to generative text right now. Generative text will be 
a more serious risk over the longer term. Most of LLM progress is the most meaningful 
progress to creating intelligent machines. Although speculative, I think a wider and deeper 
set of risks come from this cognitively capable AI systems. Also, generative text makes 
creating offensive cyber capabilities more accessible to the script kiddy and unsophisticated 
actors.  

 
 
What is the most immediate national security threat you foresee due to AI-enabled 
cyberattacks? 
 
Most concerning would be the democratization of cyber offense, allowing more people to act 
like sophisticated APTs and nation-state actors. Hackers will have their personalized AI 
assistants who are good programmers—this concern is mostly speculative at the moment, 
and there is no evidence of this situation yet. 
 
State-sponsored actors are already very capable and sophisticated. AI generally enables larger 
scale, targeted, and high-quality attacks, which state-sponsored actors can typically already 
do. State-sponsored actors may be able to oversee more cyberattacks and campaigns due to 
AI though. State-sponsored actors already use AI to generate deep fakes like how the Russians 
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use deep fakes in the War against Ukraine. State-sponsored disinformation campaigns are the 
most likely and immediate national security threat, but it isn’t anything new, severe, nor 
radical. 
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9. Cyber AI Research Expert 1 
 
What are some of the biggest cybersecurity risks that businesses and private organizations 
face due to recent changes in AI technology? 
 
First, for a technology company, there has been a lead in the past year or so since the release 
of chat GPT, where the LLMS have a fairly good capacity to write functional and good code. 
There has been an eruption of individuals, software developers, and security professionals 
leveraging code generating capabilities to write all sorts of code. As all outputs go, sometimes 
they hallucinate or give erroneous code, but the outputs are functional. Developers are not 
100% relying on these tools but are using them on a semi-regular basis—AI-generated code 
is already folded into software supply chain. AI-generated code is also shared into open-
source repositories, like GitHub. The problem is that while these codes are functional, the 
codes can be insecure—as in buggy or have errors like buffer overflow errors that can allow 
exploitation.  
 
For big businesses like Amazon, Meta, or Microsoft, this is not much of a problem because 
those companies already have robust code review processes and in-house security engineers; 
however, this is a problem for small startups/businesses and individuals. The more AI-
generated codes are functional, the more we psychologically trust the output and the AI-
generated code. There are downstream risks, and new attack vectors that make the 
ecosystem more unsecure. As more unsecure codes get on open-source repositories and 
future LLMs do a web crawl/scrape, these unsecure codes will train next generation AI models, 
and then more unsecure outputs will be generated. Although there are no serious cases of 
this yet, Meta released a publication last year, that explored this issue: GPT4 has more 
insecure outputs even though the model is more functional. I believe that the risk of LLMs 
writing polymorphic code and malware that will enhance social engineering attacks are 
overhyped while this risk of AI-generated insecure code is underhyped. 
 
How has AI increased the risks, impacts, and timelines of already common cyberattacks? 
Ransomware attacks and social engineering attacks are probably the low hanging fruits that 
are most immediate with lower impacts. Even novices can use AI to conduct social 
engineering attacks for access and then exfiltrate data for a ransomware attack. 
In considering disinformation campaigns and phishing attacks, the phenomenon is the same: 
use Generative AI to persuade a target to act—whether that is to click a link or to believe 
something. The consequences are not catastrophic, but AI can increase the volume of such 
attacks. Some early research suggests that LLM-generated phishing emails or disinformation 
word snippets are not yet as convincing as a trained human writing email or running influence 
operation; but there is a tradeoff between quality and efficiency. LLM-generated content is 
quite convincing, not as convincing as human-generated content, and quick to create. 
Industry reports have already highlighted that phishing emails skyrocketed by 1000% since 
the introduction of ChatGPT. Then, opportunistic cyberattacks like ransomware attacks will 
also increase in tandem with increasing phishing attacks. 
 
What are the new categories of threat that will emerge due to AI? 
 

about:blank
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AI will augment existing TTPs and will also create new categories of threat. Some examples 
include the following against AI companies and systems: adversarial machine learning—
poisoning model data; extracting model data to train a copycat version; extracting private 
information behind the model; prompt injections; planting sleeper agents inside models that 
generate malicious codes under certain conditions. 
 
How will state-sponsored actors use AI in their cyberattacks? 
 
Nation state actors would first use AI to do vulnerability and zero-day research. Countries like 
China would stockpile those vulnerabilities while opportunistic actors like DPRK will use those 
vulnerabilities to scale up their cybercrime activity and make cash. LLMs have a lot of promise 
in scaling up certain cyber operation tasks that used to be manual, so state-sponsored actors 
can use AI to increase the volume of their cyber operations. When nations know that other 
actors are using AI in these ways, nations start doing it themselves, leading to AI arms race 
dynamic. 
 
Also, not all AI is Generative AI. We have machine learning to detect anomalies or 
reinforcement learning—giving small rewards and punishments to a model to guide the 
model to learn a particular strategy within a confined rules-based system—to do cyber 
defense and maybe offense, too. State-sponsored actors are more resourced, so they can 
invest into these R&D intensive, high-end, sophisticated ways to apply AI to cyber operations. 
CYBERCOM and NSA are scrambling to get more AI research and applications going on as 
shown by DARPA’s new AI Cyber Challenge. 
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10. Venture Capital Investor and Philanthropist 1 
 
What has driven the evolution of AI in the last two years? 
 
What has rapidly revolutionized AI is the speed of computing. OpenAI uses 17,000 times more 
electricity than the average American household, meaning there is something meaningful 
happening between physical hardware and cloud compute world. It’s that now, hardware is 
revolutionizing to adopt AI-level computing speed. The acceleration in the last two years is a 
function of movement into cloud—AWS and Azure are getting better and Intel just created a 
new 6.2 Gigahertz processor. Hardware is getting specifically tailored to computing, and more 
acceleration is coming as more services matriculate downstream from huge company 
hypercomputing to large corporations and ultimately democratized in the entrepreneurial 
space.  NVIDIA is now the 3rd or 4th most valuable company in the market cap. NVIDIA used to 
produce gaming processing units (GPU) which were rotated into multimodal, high-powered 
algorithmic compute. This is changing computing forever. NVIDIA was ridiculed for being in 
the gaming space and now all the GPU architecture is underpinning this large hyperscale cloud 
providers.  
 
What are the new business risks being introduced as a result of higher computing speeds 
and AI? 
 
The biggest business risk, which is also a societal risk, is that technology is now getting good 
enough to generate content that is nearly indistinguishable from the real thing. The 
sophistication of deep fakes will create a huge set of business risks related to authentication, 
identification, banking, personal information, etc.  
 
The next associated risk is that then, the line between training data and product data will be 
erased—AI models will begin training on real world data which will change the way we 
manage new code and credentials. Industry will have to reimagine how they do business 
licenses and support authentication and identification.  
 
Of course, the positive side is that companies can scale faster and produce more for less 
capital. But there will be risks that managing and regulatory bodies face as well.  
 
What is a security solution that can help combat the rise of deep fakes. 
 
At the moment, I don’t know if there is anything concrete available, but lots of firms are aware 
of the risks. The only solution is to probably adopt AI on the mitigation side as well: to solve 
impossible problems or solve problems created by AI, the other side needs to adopt AI as well. 
 
What are some effective regulations for AI usage? 
 
At a high level, AI regulation will need to look at a wide range of issues from how we manage 
attack surface to vulnerability finder regulations to consumer data protection to the line 
between safety and privacy. Globally, AI and technology erases borders, so regulating AI will 
require governments and regulatory agencies to partner together to manage the AI-driven 
cyberspace.  

https://www.businessinsider.com/chatgpt-uses-17-thousand-times-more-electricity-than-us-household-2024-3
file:///C:/Users/Livia/Downloads/6.25%20Gigahertz%20processor


68 
 

 
Regulations such as tagging something as AI-generated may not be too useful: the process of 
tagging content is a function of humans looking at AI and trying to reduce it to a binary 
technology. Computers are binary—it uses 0’s and 1’s. But AI is modeled to be like a human 
and to not have a binary outcome. This means that attempting to tag AI-generated content 
will be far more complex because AI will learn to make exceptions and exclusions.  
 
Regulation that focuses on training data may be more sophisticated and useful. If we 
understand the underlying data used in training, we can understand the core data and how 
AI chooses which data to make a decision. If we can tag and regulate the training data, we 
can manage risks by getting at the underlying risk factor and understanding how AI is trying 
to make predictions.  
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7. Appendix 
 

Appendix 1: Table of Recent Examples of LLM-Themed TTPs by APTs211 
 

APT Description TTPs 
Forest 
Blizzard 
(also known 
as APT28, 
Fancy Bear) 

• Russian Military 
intelligence actor linked 
to GRU Unit 26165 

• Targeted victims of both 
tactical and strategic 
interest to the Russian 
government 

• LLM-informed reconnaissance: used LLMs to research 
satellite and radar technologies specifically related to 
conventional military operations in Ukraine and broader 
research to bolster cyber operations. 

• LLM-enhanced scripting techniques: used for basic scripting 
tasks such as file manipulation, data selection, regular 
expressions, and multiprocessing to potentially automate or 
optimize technical operations. 

Emerald 
Sleet 
(THALLIUM) 

• North Korean threat actor 

• Targeted prominent 
individuals with expertise 
on North Korea by 
impersonating reputable 
academic institutions and 
NGOs 

 

• LLM-informed reconnaissance: used LLMs to identify think 
tanks, government organizations, or experts focusing on 
defense issues or North Korea’s nuclear weapons program. 

• LLM-enhanced scripting techniques: employed LLMs for 
basic scripting tasks, such as programmatically identifying 
specific user events on a system. 

• LLM-supported social engineering: used LLMs to assist in 
drafting and generating content likely used in spear-
phishing campaigns targeting individuals with regional 
expertise. 

• LLM-assisted vulnerability research: leveraged LLMs to 
understand publicly reported vulnerabilities, such as the 
CVE-2022-30190 Microsoft Support Diagnostic Tool (MSDT) 
vulnerability (known as “Follina”). 

Crimson 
Sandstorm 

• Iranian threat actor 
allegedly connected to 
the Islamic Revolutionary 
Guard Corps (IRGC) 

• Targeted various sectors 
including defense, 
maritime shipping, 
transportation, 
healthcare, and 
technology 

• Relied on watering hole 
attacks and social 
engineering to deliver 
custom .NET malware 

• LLM-enhanced scripting techniques: Used LLMs to generate 
code snippets supporting app and web development, 
remote server interactions, web scraping, task execution 
upon user sign-in, and sending system information via 
email. 

• LLM-supported social engineering: Interacted with LLMs to 
create various phishing emails, including one posing as an 
international development agency and another enticing 
prominent feminists to an attacker-created website on 
feminism. 

• LLM-enhanced anomaly detection evasion: Attempted to 
utilize LLMs to develop code for evading detection, learning 
methods to disable antivirus through registry or Windows 
policies, and deleting files in a directory after closing an 
application. 

Charcoal 
Typhoon 

• Chinese state-affiliated 
threat actor 

• Targeted government, 
higher education, 
communications 
infrastructure, oil & gas, 
and information 
technology 

• Primarily targeted entities 
in Taiwan, Thailand, 
Mongolia, Malaysia, 
France, and Nepal, 

• LLM-informed reconnaissance: Engaged LLMs to research 
and understand specific technologies, platforms, and 
vulnerabilities, indicating preliminary information-gathering 
stages. 

• LLM-enhanced scripting techniques: Used LLMs to generate 
and refine scripts, aiming to streamline and automate 
complex cyber tasks and operations. 

• LLM-supported social engineering: Leveraged LLMs for 
assistance with translations and communication, likely used 
to establish connections or manipulate targets. 

• LLM-refined operational command techniques: Utilized 
LLMs for advanced commands, deeper system access, and 
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specifically global 
institutions and 
individuals opposing 
China's policies 

control reflecting post-compromise behavior. 

Salmon 
Typhoon 

• Chinese state-affiliated 
threat actor 

• Historically targeted US 
defense contractors, 
government agencies, 
and entities within the 
cryptographic technology 
sector 

• LLM-informed reconnaissance: Engaged LLMs for queries 
on various subjects, including global intelligence agencies, 
notable individuals, cybersecurity matters, and threat 
actors. 

• LLM-enhanced scripting techniques: Used LLMs to identify 
and fix coding errors, with requests for assistance in 
developing potentially malicious code, adhering to 
established ethical guidelines by declining such requests. 

• LLM-refined operational command techniques: Showed 
interest in specific file types and concealment tactics in 
operating systems, indicating efforts to refine operational 
command execution. 

• LLM-aided technical translation and explanation: 
Leveraged LLMs for translating computing terms and 
technical papers. 
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Appendix 2: Table of AI-Enabled Disinformation Efforts to Undermine Democracy 

and/or Increase Censorship212 
 

Country Time period Description  

Pakistan May 2023 • Former Prime Minister Imran Khan shared an AI-generated video 
depicting a woman facing riot police to augment the narrative 
that Pakistani women supported him instead of the Pakistani 
military. 

Nigeria February 2023 • AI-manipulated audio clip spread on social media purportedly 
implicating an opposition presidential candidate in plans to rig 
balloting. 

United States 2023 • Accounts affiliated with former President Donald Trump and 
Florida Governor Ron DeSantis shared videos with AI-generated 
content to undermine each other’s candidacy. 

• A manipulated video appeared on social media depicting 
President Biden making transphobic comments. 

Venezuela  2023 • State media outlets spread pro-government messages through 
AI-generated videos of news anchors from a fictional English-
language channel produced by online AI tool, Synthesia. Graphika 
linked the company to a pro-CCP disinformation campaign 
targeting US audiences via the nonexistent news station “Wolf 
News.”  

India 2023 • Prime Minister Modi and his Hindu nationalist Bharatiya Janata 
Party have incorporated censorship, including the use of AI-based 
automated systems, into the country’s legal framework. 

China 2023 • Chatbots produced by China-based companies have refused to 
respond to user prompts on sensitive subjects such as Tiananmen 
Square and produce CCP claims about Taiwan.  

• The Cyberspace Administration of China (CAC) has attempted to 
integrate CCP goals into the country’s content recommendation 
algorithms, synthetic media, and generative AI tools. 

• The CAC approved 41 suppliers of generative AI in mid-2023 and 
five chatbots were released to the public in August. 

Russia 2022-ongoing • Private sector actors continue to spread disinformation about the 
Russian invasion of Ukraine through operations like 
“Doppelganger” and Cyber Front Z, which employ tactics such as 
mimicking Western media outlets and promoting anti-Ukraine 
propaganda. 

Vietnam 2022 • Authorities reportedly compelled Meta to remove all criticism of 
specified Communist Party of Vietnam (CPV) officials. The CPV 
also passed regulations to empower the Ministry of Public 
Security to prohibit platforms that do not comply with the 
requirement to remove toxic content within one day of 
notification. 
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8. Annotated Bibliography 
 

The below annotated bibliography presents an overview of the ten key sources used in this 
report’s literature review as well as their contribution to the report’s analysis and key findings. 
 
Aspen Digital. ‘Envisioning Cyber Futures With AI’. Aspen Institute, 9 January 2024. 
https://www.aspendigital.org/report/cyber-futures-with-ai/. 
The report presents a timely analysis into potential future scenarios, challenges, and 
opportunities arising from the integration of AI into cybersecurity practices. The assessment 
draws on discussions with the Aspen Institute’s US and Global Cybersecurity working groups 
to outline two extreme, yet realistic scenarios: a “good place” where AI tools 
disproportionately assist cybersecurity efforts and a “bad place” where attackers are instead 
advantaged by advancements in AI technology. 
 
‘Artificial Intelligence Index Report 2023’. Stanford University Human-Centered Artificial 
Intelligence, 2023. https://aiindex.stanford.edu/report/. 

 The annual ‘Artificial Intelligence Index Report’ is in its sixth year and aims to be the world’s 
most credible and authoritative source for data and insights about AI. The report offers a 
comprehensive look into the latest trends and statistics in the field of AI, organized into eight 
main themes: research and development, technical performance, technical AI ethics, the 
economy, education, policy and governance, diversity, and public opinion. The index presents 
original data to provide a comprehensive review of the current state of AI advancement, and 
year-on-year comparisons. 
 
Benaich, Nathan. ‘State of AI Report’. Air Street Capital, 13 October 2023. 
https://www.stateof.ai/. 

 The annual ‘State of AI Report’ is released by Air Street Capital, a venture capital firm investing 
in AI-first technology and life science companies. The report is now in its sixth year and is 
reviewed by leading AI practitioners in industry and research. It offers a compilation of data 
and analysis of AI developments along five key dimensions: research, industry, politics, safety, 
and predictions.  
 
Funk, Allie, Adrian Shahbaz, and Kian Vesteinsson. ‘Freedom on the Net 2023: The 
Repressive Power of Artificial Intelligence’, 2023. 
https://freedomhouse.org/report/freedom-net/2023/repressive-power-artificial-
intelligence. 
This annual survey from Freedom House examines the state of internet freedom around the 
world. The 2023 edition considers the increasingly repressive applications of AI across the 
globe. The report provides detailed case studies where AI is being used to stifle dissent and 
suppress freedoms online. It also discusses the implications of these practices on internet 
freedom and democracy. The report is timely, and sheds lights on the evolving landscape of 
digital authoritarianism, enhanced by AI.  
 
Hoffman, Wyatt, and Heeu Millie Kim. ‘Reducing the Risks of Artificial Intelligence for 
Military Decision Advantage’. Center for Security and Emerging Technology, March 2023. 
https://cset.georgetown.edu/publication/reducing-the-risks-of-artificial-intelligence-for-
military-decision-advantage/. 
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This report addresses the nuanced challenges of integrating AI in military decision-making 
processes, providing a detailed context on applications in China and the US. The report 
presents recommendations aimed at mitigating these risks, ranging from developing AI-
specific governance frameworks to promoting transparency and accountability in AI-assisted 
decisions. It serves as a critical resource for military strategists, policymakers, and researchers 
exploring the complexities of AI integration in defense strategies, emphasizing the need for 
responsible AI deployment for enhanced decision advantage while minimizing potential risks. 
 
McKinsey. ‘The State of AI in 2023: Generative AI’s Breakout Year’, 2023. 
https://www.mckinsey.com/capabilities/quantumblack/our-insights/the-state-of-ai-in-
2023-generative-ais-breakout-year. 

 This annual survey of global executives considers the current state of AI, highlighting the 
significant growth and potential of generative AI technologies and their increasing adoption 
across various sectors. The analysis outlines the transformative role generative AI plays in 
innovation, creativity, and problem-solving, and discusses the potential organizational risks 
from increased adoption.  This report serves as a valuable resource for understanding the 
rapid evolution of generative AI and its implications for future technological landscapes. 
 
Musser, Micah, Jonathan Spring, Christina Liaghati, Daniel Rohrer, Jonathan Elliott, 
Rumman Chowdhury, Andrew Lohn, et al. ‘Adversarial Machine Learning and Cybersecurity: 
Risks, Challenges, and Legal Implications’. Center for Security and Emerging Technology& 
Stanford Geopolitics, Technology and Governance Cyber Policy Center, April 2023. 
https://cset.georgetown.edu/publication/adversarial-machine-learning-and-
cybersecurity/. 

 The report addresses the distinct nature of AI vulnerabilities compared to traditional software 
vulnerabilities. It outlines recommendations endorsed by a diverse group of experts, ranging 
from incorporating AI vulnerabilities into cybersecurity frameworks to fostering collaboration 
between adversarial machine learning researchers and cybersecurity practitioners. This 
report serves as an important assessment of the complexities of securing AI systems against 
adversarial threats. 
 
National Cyber Security Centre. ‘The Near-Term Impact of AI on the Cyber Threat’. London, 
United Kingdom: National Cyber Security Centre, 24 January 2024. 
https://www.ncsc.gov.uk/report/impact-of-ai-on-cyber-threat.  
The NCSC Assessment (NCSC-A) report, released in January 2024, provides key insights on the 
impact of artificial intelligence (AI) on cybersecurity. The report provides predictions on how 
AI will amplify cyberattacks' frequency and impact over the next two years, especially in 
reconnaissance and social engineering. The report underscores the potential for AI to 
democratize cyber capabilities. To address these risks, the assessment advocates for 
continued investment in AI security, collaboration among cybersecurity communities, and 
vigilance against evolving AI-driven threats. 
 
Vassilev, Apostol, Alina Oprea, Alie Fordyce, and Hyrum Anderson. ‘Adversarial Machine 
Learning A Taxonomy and Terminology of Attacks and Mitigations’. NIST AI 100-2e2023. 
NIST Trustworthy and Responsible AI. Gaithersburg, MD: National Institute of Standards 
and Technology, January 2024. https://doi.org/10.6028/NIST.AI.100-2e2023. 
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 This publication presents a taxonomy and terminology for understanding adversarial machine 
learning attacks and their mitigations. The paper was published as part of the NIST 
Trustworthy and Responsible AI series, providing a structured framework to categorize these 
attacks based on their objectives and techniques. The publication provides a clear and 
organized overview of the landscape of adversarial machine learning attacks and the 
corresponding defense mechanisms. 
 
Sedova, Katerina, Christine McNeill, Aurora Johnson, and Aditi Joshi. ‘AI and the Future of 
Disinformation Campaigns: Part 2: A Threat Model’. CSET Policy Brief. Center for Security 
and Emerging Technology (CSET), December 2021. 
https://cset.georgetown.edu/publication/ai-and-the-future-of-disinformation-campaigns-
2/. 
This policy brief is the latest installment of a series that examines how advances in AI could 
be exploited to enhance operations that automate disinformation campaigns. The report 
describes how AI can supercharge current techniques to increase the speed, scale, and 
personalization of disinformation campaigns and examines how AI/ML technologies can 
enhance specific disinformation techniques and how these technologies may exacerbate 
current trends and shape future campaigns. 
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